Analysis, Characterization and Modeling of Interference Sources on Wireless Communication Systems in Complex Indoor Scenarios

Presented by:
Peio Lopez-Iturri

Supervised by:
Dr. Francisco Falcone Lanas

Iruña-Pamplona, February 2017
“A flower does not think of competing to the flower next to it. It just blooms.”

— from Zen Shin Talks
Contents

Abstract .......................................................................................................................... VII

Acknowledgments ......................................................................................................... IX

Chapter 1: Introduction ............................................................................................... 1

1.1 Motivation .............................................................................................................. 1

1.2 Objectives ............................................................................................................ 3

1.3 Structure of the thesis .......................................................................................... 5

Chapter 2: Wireless Communications ........................................................................ 9

2.1 Historic Review .................................................................................................... 10

2.2 Radio Propagation ............................................................................................... 11

2.2.1 Propagation Losses ......................................................................................... 12

2.2.2 Absorption ...................................................................................................... 13

2.2.3 Reflection, Scattering and Diffraction .............................................................. 14

2.2.4 Multipath Propagation ..................................................................................... 15

2.3 Wireless Communication Systems ....................................................................... 19

2.3.1 ZigBee ............................................................................................................ 20

2.4 Wireless Interferences ......................................................................................... 31

2.5 Radio Propagation Models ................................................................................. 32

2.5.1 Theoretical models ......................................................................................... 33

2.5.2 Empirical models .......................................................................................... 33

2.5.3 Deterministic models ...................................................................................... 34

Chapter 3: 3D Ray Launching .................................................................................... 36

3.1 The 3D Ray Launching simulation tool ................................................................. 36
3.2 Modeling of complex environments and validation of the 3D Ray Launching method ......................................................... 44
  3.2.1 Office environments ................................................................. 44
  3.2.2 Home environments ................................................................. 63
  3.2.3 Vehicular environments ............................................................ 74
  3.2.4 Sport environments ................................................................. 107
  3.2.5 Commercial area environments ............................................ 137
  3.2.6 Smart City environments ..................................................... 156

3.3 Main Contributions ................................................................. 176

Chapter 4: Deterministic Interference Analysis ................. 179
  4.1 Interference Analysis Results ..................................................... 180
    4.1.1 Human Body Effect ............................................................... 214
    4.1.2 Acceleration Technique ......................................................... 248

4.2 Main Contributions ................................................................. 265

Chapter 5: Modeling of Wireless Interference Sources. 267
  5.1 Microwave Oven Interference on WSNs ............................... 268
  5.2 Deterministic Estimation of Radiated Emissions of Electric Appliances: The Microwave Oven ............................................. 276
  5.3 Application on Dosimetric Studies ........................................... 304
  5.4 Main Contributions ................................................................. 316

Chapter 6: Conclusions and Future Work ....................... 318
  6.1 Conclusions ........................................................................... 318
  6.2 Future Work .......................................................................... 322

Bibliography ................................................................................. 325

List of Publications ................................................................. 350
  International Indexed Journals ...................................................... 350
  Book Chapters ........................................................................... 353
International Conference Contributions

National Conference Contributions

Other Merits and Awards

353
358
360
Abstract

This research work presents a novel methodology of assessing wireless interferences on Wireless Sensor Networks (WSN) by the aid of an in-house developed 3D Ray Launching method, which is a novel deterministic approach for radio propagation prediction in complex environments. Firstly, the 3D Ray Launching simulation procedure has been validated by means of comparing the simulation results with radio propagation measurements within different complex scenarios. Afterwards, a novel point of view regarding the traditional use of radio propagation models is presented: its use for assessing wireless interferences between different deployed wireless networks and WSNs, instead of only predicting the radio propagation of the transceivers belonging to a wireless communication system. The obtained results show that the assessment of potential wireless interferences will be a major issue in order to deploy optimally WSNs, even more taking into account that in a future framed by the Smart City concept and the so called Internet of Things (IoT) along the appearance of 5G systems, the quantity of wireless transceivers is expected to be huge.

Once the methodology for the assessment of the interferences between wireless communication systems has been performed, a further step has been taken in order to analyze the interferences created by electrical devices which do not belong to wireless communication systems. For that purpose, a novel hybrid simulation method based on the 3D Ray Launching algorithm and Equivalent Sources has been developed in order to obtain computational models for the estimation of radiated emissions of potential wireless interference sources. Specifically, a common domestic microwave oven has been chosen as the interference source under analysis.
Finally, in addition to the original aim of analyzing interferences on wireless networks, the microwave oven computational model obtained by the proposed hybrid method has been successfully applied to dosimetric assessment studies.
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Chapter 1

Introduction

The aim of this introductory chapter is to present the framework of the thesis. Section 1.1 is focused on the motivation of the thesis. General objectives of the thesis are covered in Section 1.2 and, finally, a summary of the structure of the work is provided in Section 1.3.

1.1 Motivation

Advances in information technology and the continued miniaturization of mobile communication devices have increased the use of wireless communications exponentially. Due to this great growth, wireless networks have experienced rapid changes and the development of new applications. Recently, wireless networks have come into prominence, and the impact of wireless networks has been and will continue to be profound because they hold the potential to revolutionize many segments of economy and life, such as environmental monitoring and conservation, manufacturing and business management, automation in the transportation systems and
health care industries. This adoption of wireless communications leads nowadays to concepts such as Internet of Things (IoT), Context Aware scenarios, Smart Cities and Smart Health (s-Health), which will be boosted by the developing 5G wireless communication systems.


*Figure obtained from http://trends-in-telecoms.blogspot.com.es/

In this scenario, several wireless communication systems can be operating simultaneously, with different requirements in terms of coverage as well as capacity. Even more, dense wireless networks are expected to be deployed, contributing to 5G small-cell technology, machine-to-machine (M2M) communications, vehicular communications and Wireless Sensor Networks (WSNs). However, the deployment of dense wireless networks in environments where different wireless technologies coexist entails key technical issues which are necessary to be solved. One of the most important of these issues is the interference management due to its direct negative effect in the quality of the communication and the performance of the wireless networks, but paradoxically, it is usually an overlooked aspect when a deployment of mentioned wireless networks is been designed.

Although the concern about interferences in wireless
communications is an old issue [Tay11][Agg40], the advent of IoT, Smart Cities and 5G systems have made the researchers again be aware about the interference problem, as can be seen in very recent works [Laz16][Mar16][AlK17], where the neediness of further research and in-depth radio analysis taking into account intra-system and inter-system interferences is highlighted. Same idea is concluded specifically for 2.4 GHz band wireless communication systems [Azm14], which is the main frequency band studied in this thesis.

Taking into account this framework, next subsection presents the main objectives of this thesis work.

1.2 Objectives

The main objectives of this thesis are listed as follows:

- To validate an in-house developed 3D Ray Launching radio propagation model for its use in complex environments where WSNs, Context Aware scenarios, IoT and 5G wireless communication systems will potentially be deployed.

- The radio propagation models have been traditionally used to obtain received RF power estimations of a transmitting wireless communication device. Another objective of this thesis is to employ the 3D Ray Launching tool for the assessment of interferences within complex scenarios in terms of radio propagation, giving a novel point of view regarding the use of radio propagation models.

- Additionally, due to the computational cost that requires the simulation of big complex scenarios with dense wireless networks, another objective is the development of acceleration techniques for the 3D Ray Launching algorithm in order to minimize the needed computational time.
• Since wireless communication systems are not the only sources of interference, another objective of this thesis is to analyze how electronic devices and appliances can cause destructive interferences on wireless communication systems.

• To assess the presence of human beings and their effect on the performance of wireless communication systems by means of the 3D Ray Launching algorithm.

• Finally, one of the most important goals of this thesis is to develop a method for modeling electromagnetic noise sources in order to implement them in the 3D Ray Launching algorithm. Thus, the radiated power distribution of these sources could be determined within the complete volume of different environments.

Fulfilling these objectives, this thesis tries to contribute to understand the importance that the interference analysis will have when it comes to conduct radio planning tasks for the deployment of WSNs, new 5G communications networks and IoT devices. Besides, an accurate and efficient tool is provided for carrying out these tasks, which will optimize the performance of the wireless networks in terms of throughput and energy consumption: the in-house developed 3D Ray Launching algorithm. Finally, the development of a novel method for modeling electromagnetic noise sources provides a very valuable tool for radio planning task within harsh environments in terms of electromagnetic noise such as industrial, transportation or hospital scenarios.
1.3 Structure of the thesis

This thesis consists of six main chapters followed by the bibliography and the list of publications derived from the presented work.

Chapter 1 is this introductory chapter, which is focused on explaining the motivation, the structure and objectives of the thesis. Figure 1.1 shows schematically the summary of the work carried out within the frame of this thesis.

![Diagram](image)

Figure 1.1. Summary of the work presented in this thesis.
Chapter 1- Introduction

Chapter 2 starts with a brief historic review about wireless communications. Then, the main radio propagation phenomena that occur within the scenarios analyzed in this thesis are presented. Following, the current wireless communication systems are presented, emphasizing ZigBee since it is the technology on which the devices used in this thesis are based. A section dedicated to wireless interferences has been included since interference management is expected to be a major issue in the deployment of future wireless networks such as 5G and IoT networks. Finally, a classification of existing radio propagation models is presented.

In Chapter 3 the in-house developed 3D Ray Launching method is presented, which is a deterministic radio propagation model. In contrast to other deterministic methods, it provides a good trade-off between results accuracy and required computational time. Once the 3D Ray Launching tool is described, its use in different scenarios within the frame of Smart City environment is analyzed. The results validate the estimations obtained by this method. Figure 1.2 shows the types of scenarios where the 3D Ray Launching tool has been validated.

Figure 1.2. Overview of the analyzed environments.
Chapter 4 presents a novel point of view on the use of deterministic radio propagation models: the interference analysis. Traditionally, radio propagation models are used to estimate the received signal level in a potential location of a receiver device within the scenario where wireless communication systems are going to be deployed. Thus, knowing the sensitivity of the receiver, coverage estimations can be inferred. But in real environments, this is not usually enough to ensure the good performance of many wireless networks. For an optimized radio planning, the influence of interferences has to be taken into account, much more in scenarios where dense wireless networks will coexist (IoT, 5G). Therefore, in this chapter interference analysis are carried out by means of the 3D Ray Launching simulation tool, obtaining estimations of SNR, current consumption and BER. Besides, the Human Body Effect is also studied since the presence of human beings can drastically affect the expected performance of a wireless link. Finally, in order to carry out this kind of analysis in scenarios where dense wireless networks are deployed, a novel acceleration technique has been developed during this thesis work, with the aim of reducing drastically the computational time required by the 3D Ray Launching algorithm.

Chapter 5 presents a step further in the analysis of wireless interferences. It is well known that electric devices and appliances radiate RF power. This radiated power could interfere, acting as noise, a communications between wireless devices. In this chapter, a very common appliance (the domestic microwave oven) has been chosen to assess its potential interferences on WSNs. Once the negative impact that an operating microwave oven can have on the performance of WSNs is empirically demonstrated, a novel hybrid *Equivalent Source – 3D Ray Launching* simulation technique for deterministic estimation of radiated emissions of electric appliances is developed, particularized to a microwave oven. Finally, the obtained microwave oven model for 3D Ray Launching simulations is successfully used for dosimetric studies.
Finally, in Chapter 6 the conclusions of the results obtained during this thesis work are presented. In the same way, future research lines are proposed.
Chapter 2

Wireless Communications

In this chapter, an introduction to wireless communications is presented. First, in Section 2.1, a historic review of wireless communications is presented. Then, in Section 2.2 a brief description of the main electromagnetic wave propagation phenomena is made, focusing on the most relevant propagation phenomenon that occurs within indoor complex environments: the multipath propagation. Afterwards, Section 2.3 describes the most significant characteristics of the ZigBee standard, which is the standard on which the wireless devices used during this thesis are based, as it is specifically developed for the deployment of WSNs. Then, in Section 2.4 a commonly overlooked topic regarding WSN deployment is presented, but which has a great importance in this thesis work: Wireless interferences. Finally, Section 2.5 presents the existing radio propagation model types.


2.1 Historic Review

The first successful utilization of radio waves for communications purposes happened in 1895, when the Italian Guglielmo Marconi introduced the first wireless transmission of telegraph signals through the Earth’s atmosphere. This experiment was exceptional as it was conducted without the support of the traditional wire guiding line. Instead, Marconi used a spark-gap as a transmitting source for the electromagnetic radiation and a coherer as a reception device. Almost at the same time (1896) but independently, the Russian physicist Alexander S. Popov carried out successfully a similar demonstration.

The importance of such invention and the impact that wireless communications have had in the development of human society is irrefutable. However, it is mandatory to name other scientists which their previous works were indispensable: In 1864, the Scottish mathematician and theoretical physicist James C. Maxwell developed theoretical hypotheses of the existence of free propagating electromagnetic waves based on the experimental investigations of Michael Faraday and the André-Marie Ampère. His greatest merit was a theoretical prediction of the displacement currents in dielectrics and vacuum, which generalized the concept of current continuity in Ampere’s law. The fundamental equations of electromagnetism (known as Maxwell’s equations) were later updated to achieve complete and symmetric form by the introduction of magnetic currents, making possible the comprehension of the nature of electromagnetic waves capable of propagating for long distances without the neediness of physical guides such as wires and waveguides.

The experimental verification of the existence of electromagnetic waves was made by the German physicist Heinrich R. Hertz in 1880s, when he demonstrated a propagation of the spark from a transmitting Leyden jar to the terminals of a remote receiving antenna. Figure 2.1 shows graphically the chronology of the electromagnetic wave theory and practice history.
Soon after Marconi’s and Popov’s experiments with the transmission of telegraph signals over the distance of several miles, in 1901 Marconi greatly extended the propagation range sending an electromagnetic signal from the United Kingdom to Canada over the Atlantic Ocean. For this accomplishment, a sinusoidal carrier, a resonant LC filter at the receiver’s input and a vertical grounded radiator (operating as antenna) were used. This great success of Marconi’s long-range signal transmission motivated engineers and research scientists to study propagation mechanisms. This interest in radio propagation phenomena and wireless communication systems arrives to our days, with many researchers, enterprises and governments around the world investing money and time with the aim of developing new and better ways to transmit electromagnetic waves wirelessly.

### 2.2 Radio Propagation

Wireless communications have an unavoidable characteristic that makes the communication unreliable. This characteristic is the channel, the atmosphere, which has not the physical boundaries provided by cable communications.

Several factors affect the wireless communications channel, such as the radiofrequency noise produced by machines, physical changes in
the environment, the presence of people, metals, changes in the atmosphere, etc. Furthermore, in the ISM frequency band of 2.4 GHz, the band in which this work focuses, there can be a greater amount of interference due to the wireless communication systems that operate at that frequency band. All these effects could cause a failure in data transmission.

Because of that, telecommunication systems are designed so that the received signal complies with a minimum SNR to ensure the correct reception of the transmitted message. In the case of wireless communications, electromagnetic waves are exposed to different phenomena that can alter its propagation, influencing the received power, and therefore the SNR.

Therefore, for a correct planning of a wireless communication system, such as ZigBee-based WSNs, it is essential to know the factors that can affect electromagnetic propagation in the corresponding frequency band. Therefore, understanding the propagation characteristics of an environment is essential to avoid problems and to make a correct implementation and deployment of the network.

In this section, the different phenomena that occur in the propagation process of electromagnetic waves are briefly explained.

### 2.2.1 Propagation Losses

Like all transmission channels, air also attenuates the signal. This attenuation will vary mainly due to the transmission frequency and the physical distance between the transmitter and receiver. This attenuation is a loss, and it can be approximated by the formula of Friis, which gives a relation between the transmitted and the received power:

\[
\frac{P_r}{P_t} = \frac{1}{4 \cdot \pi \cdot r^2} \cdot D_T \cdot A_{eR} = \left( \frac{\lambda}{4 \cdot \pi \cdot r} \right)^2 \cdot D_T \cdot D_R = \left( \frac{1}{\lambda \cdot r} \right)^2 \cdot A_{eT} \cdot A_{eR}
\]

The most important inference to be drawn from this formula is that the transmitted power will decrease with the square of the distance between the transmitter and the receiver ‘r’. Therefore, the distance is a
key parameter for the calculation of propagation losses, and therefore, for the received power level.

2.2.2 Absorption

The electromagnetic waves, when they pass from one physical medium to another, suffer a deviation in their path. This phenomenon is called refraction, and appears whenever an electromagnetic wave passes from a physical medium with a particular refractive index to another medium with a different refractive index. The refractive index \( n \) is the ratio between the wave propagation velocity in a reference medium, which in the case of electromagnetic waves is the vacuum, and the propagation velocity of the wave in the particular medium itself.

The relationship between the incident wave and the refracted wave is given by Snell’s law. The formula and a diagram are shown in Figure 2.2.

\[
n_1 \sin \theta_1 = n_2 \sin \theta_2
\]

![Figure 2.2. Snell’s law and refraction phenomenon.](image)

When a transmitted signal, i.e. electromagnetic wave, penetrates an object, the signal suffers attenuation. This attenuation will be higher or lower depending on the absorption characteristics of the object, its temperature and the frequency of the signal. Each material has associated an attenuation constant, \( \alpha \) (dB/m). For example, the attenuation constant for water at ambient temperature for a frequency of 2.4 GHz is approximately 330 dB/m. The human body is water in a high percentage, so it attenuates electromagnetic signals significantly.
(known as shadow effect). Therefore, the deployment of a wireless sensor network in a scenario in which the presence of persons will be usual is an important issue to take into account.

The effect that the frequency of the signal has on the penetration depends on the material. Usually, considering the common materials that can be found in a home or within an office building, the higher the frequency, the greater the attenuation suffered by the signal is.

### 2.2.3 Reflection, Scattering and Diffraction

The phenomena of reflection, scattering and diffraction are very important in wireless communications, especially in indoor scenarios since the presence of objects and walls produces these three phenomena very often. Reflection will occur when the radiated electromagnetic wave reached a surface. The percentage of the reflected power will depend on the material of the object hit by the propagating wave. Figure 2.3 shows schematically the reflection phenomenon, where the incident angle ($\theta_i$) and the reflected angle ($\theta_r$) are equal.

![Figure 2.3. Reflection phenomenon representation.](image)

The scattering occurs when electromagnetic waves reach a rough surface, which depends on the wavelength ($\lambda$) of the incident wave. Generally, if the variation of the surface is larger than $\lambda/8$, the surface is considered rough and signal will be scattered in various directions (see Figure 2.4).
Finally, the diffraction phenomenon occurs when an electromagnetic wave reaches an edge or a very narrow object. In that case, the object acts as a new source for the wave, radiating again part of the received energy, enabling in some cases the reception in places that previously was not possible due to lack of direct vision between the transmitter and the receiver (see Figure 2.5).

**2.2.4 Multipath Propagation**

The multipath propagation is the most influential phenomenon in radio propagation within complex indoor scenarios. Due to the multiple objects that are present in this kind of scenarios, the transmitted signal usually reaches the receiver following different
paths, generated by the electromagnetic phenomena mentioned previously, i.e. refraction, reflection, diffraction and scattering. Thus, the receiver device receives a signal that will be the sum of the different signals propagated through different paths.

Each of the different propagation paths of the received wave will arrive with different power level and different delay because each path has different distance between the transmitter and the receiver. Or what is the same, each received wave will have a particular phase, which when added to the others could create reception problems. The simplest case of multipath propagation is shown in Figure 2.6.

![Multipath propagation representation](image)

**Figure 2.6.** Multipath propagation representation. Figure obtained from [Far08].

The phase difference (in radians) between the two received signals for the case represented in Figure 2.6 can be calculated with the following formula:

\[
\Delta \theta = \frac{2\pi f}{C} (d_1 - d_2) = \frac{2\pi f}{C} \Delta d
\]

being ‘C’ the speed of light in vacuum (3×10^8 m/s), d_1 and d_2 the distances (in meters) of each path and ‘f’ the frequency of the signal (in Hz).

In a multipath propagation environment, multiple versions of the same signal with different phases and attenuation will reach the receiver due mainly to multiple reflections and diffractions. These versions of the signal are added in the received, resulting in a distorted signal, which depends on the phase of each received signal. This sum of phases can take a value between -180° and +180°, and can increase the power of the original signal, but may also cause a poor reception quality, even cutting the communication. The two extreme cases are:
a- Signals arrive in phase (phase difference = 0°), so the signals are added constructively.

b- Signals arrive in counter-phase (phase difference = 180°), so the signals are added destructively.

Therefore, the possibility for a partial or complete cancelation of the received signal exists, which will lead to an incorrect data transmission. In static scenarios, such as those studied in this work, the impact of this phenomenon will be less than for scenarios where the transmitter or receiver is moving. This is because in a static scenario the sum of the arrival phases will give a constant value, whereas in a dynamic one the value will be random. This is not entirely true, though. The environments are never completely static, and the change in the position of an object or the presence of people could generate new paths for the signal, changing the contribution to the sum of the received phase.

Multipath fading

As already mentioned, the propagation of electromagnetic waves through a medium depends on the physical characteristics of the environment. These characteristics tend to be variable, so the propagation loss is a random variable. The average value of the received power is called nominal received power, and a significant reduction of received signal power is called a fading. The difference between the nominal level and the reduced received level is called fading depth, and it is expressed in dB. The time passed between the decrease and the recovery of the nominal value is called fade duration. Figure 2.7 shows an example of fading.
where $P_0$(dBm) represents the nominal value; $P_r$(dBm) is the average power level when a fading occurs, which is lower than the nominal value; $P_2$ is the minimum level of the fading, so the fading depth is $P_0$(dBm) – $P_2$. Finally, $\tau_1$ is the fading duration.

There are several types of fading, but the one that affects strongly in the environments presented in this work is the multipath fading. It is generated by the appearance of multiple propagation paths, so interference occurs between the direct or main path and the paths that reach the receiver at different angles. As shown previously, the resulting received signal will depend on the amplitudes and phases of those different signals.

The multipath fading is very selective in frequency, or what is the same, it affects a very narrow frequency range. It is also very deep (>20dB), but has a very short duration. Because of this intensity and the frequency selectiveness, the multipath fading often causes important attenuation and distortion in the received signal, affecting greatly the quality of the communication.
2.3 Wireless Communication Systems

Once the main electromagnetic propagation phenomena have been briefly presented, in this subsection an overview of the main wireless communication systems is presented.

One of the possible classifications for wireless communication systems is based on the communication range of the networks. From the higher range to the lower range (see Figure 2.8): WWANs (Wireless Wide Area Networks), WMANs (Wireless Metropolitan Area Networks), WLANs (Wireless Local Area Networks), WPANs (Wireless Personal Area Networks) and WBANs (Wireless Body Area Networks).

![Global Wireless Standards](image)

**Figure 2.8.** Wireless communication systems classification by range and their corresponding standards.

The wireless communication systems covered in this thesis work are classified as WLAN and WPAN, as they are the wireless communication systems used for the deployment of WSNs. Figure 2.9 shows the typical WLAN and WPAN standards with their range and data rate. As can be seen, depending on the requirements of specific
applications, different technology will be chosen to use for the deployment of WSNs. Besides, there are other parameters such as energy consumption or number of devices that can be part of the same network that should be taken into account. Due to its characteristics, ZigBee-based devices have been chosen in order to develop this thesis work. Following, the most representative characteristics of the ZigBee standard are presented.

![Figure 2.9. Wireless PAN and LAN communication standards. Figure obtained from [http://simba1980.spaces.eepw.com.cn/].](image)

### 2.3.1 ZigBee

ZigBee is the name of the most widely used standard for the deployment of WSNs. ZigBee-based devices operate in the 868 MHz, 915 MHz and 2.4 GHz bands and the data rate is fixed at 250 Kbps. ZigBee was designed for low data rate, low cost and low energy consumption. Usually, the devices are powered by batteries and in
many applications the total time that the wireless device is active is very limited. The device spends most of the time in a power saving mode called sleep mode, extending the battery life up to several years.

The ZigBee standard was created and developed by The ZigBee Alliance, an open group born in 2002. This group consists of hundreds of companies, which many of them are market leaders in their respective fields (see Figure 2.10).

![Figure 2.10. The ZigBee Alliance members. Figure obtained from [Gis].](image)

The ZigBee standard adopted the physical and MAC (Medium Access Control) layers from the IEEE 802.15.4 standard (see Figure 2.11).

![Figure 2.11. ZigBee and IEEE 802.15.4 standard.](image)
The most relevant characteristics of the ZigBee standard are:

- High reliability.
- Low cost.
- Low energy consumption.
- Highly secure.
- Open standard.
- Low transmission data rate.

**High Reliability**

Wireless communications are inherently vulnerable. They can be blocked by some metal or water. Besides, they vary widely due to factors such as the antenna design, transmitted power, weather conditions and interferences.

ZigBee provides high reliability in different ways:

- IEEE 802.15.4 with O-QPSK (Offset-Quadrature Phase-Shift Keying) and DSSS (Direct Sequence Spread Spectrum) provides excellent performance in low SNR environments.
- CSMA-CA (Carrier Sense Multiple Access Collision Avoidance) avoids collisions on the channel. ZigBee listens before transmitting and only transmit when the channel is free.
- CRC of 16 bits, used in every transmitted packet, ensures that each bit of the transmitted data is correct.
- The use of ACKs at each transmission hops. Each packet can be retransmitted up to three times (a total of four transmissions).
- Mesh network topology allows choosing the most reliable route. When an established route is cut, ZigBee can find an alternative route, as shown schematically in Figure 2.12 (node 1 transmits to node 3). Additionally, ZigBee provides broadcasting and multicasting transmission.
- End-to-end ACKs verify the reception of the data by the end user.
Figure 2.12. (a) Established route in a mesh topology. (b) Alternative route in a mesh topology. Figure obtained from [Gis].

**Low Cost**

The cost of the deployment of a ZigBee network depends on the size of the network in terms of number of deployed devices. But comparing with other wireless technologies, the cost of the chips and transceivers is lower. It can be less than 1 euro, and ZigBee modules cost between 15 and 25 euro. The cost will be reduced if large number of devices is purchased. It is also possible to purchase only the transceiver or chip. In this case, prices vary between 2 and 6 euros each, and if the number of units is high the price can be reduced to less than 1 euro/unit. Texas
instruments, Ember and Freescale have a variety of chips and transceivers at these prices.

Another very important issue is that the frequency band of 2.4 GHz, which is the most common band used for ZigBee, is open worldwide and is not necessary to pay a license.

**Low Energy Consumption**

A ZigBee device can operate for several years with a couple of AA batteries. The main reason for this low consumption is its duty cycle. A node in a network does not need to be permanently connected to remain in the network. For example, a temperature sensor may have to transmit only once per hour unless there is an abrupt change in temperature, so the demand of energy is very low. The following graph shows the approximate battery life of a ZigBee-based security sensor compared to the interval time between communications:

![Zigbee Security Sensor Battery Life](image)

**Figure 2.13.** AA battery life for ZigBee. Figure obtained from [Gis].
High Secure

In order to provide the network with the maximum security possible, ZigBee uses AES (Advanced Encryption Standard)-128 NIST (National Institute of Standards and Technology). This standard is a cipher block that encrypts packets. Besides, provides authentication to ensure the received packets are from the own network.

ZigBee is a reliable and internationally recognized standard, is free of patent infringements and can be implemented on 8-bit processors.

Open Standard

ZigBee is an open global standard. It can be downloaded from the website www.zigbee.org. The mentioned The ZigBee Alliance, in addition to developing the standard, also specifies several tests for companies to develop their ZigBee compliant devices. This ensures compatibility between devices developed by different companies.

The ability of different devices and applications to work perfectly together is essential because it allows a ZigBee network to be formed by products from different companies.

Low Transmission Data Rate

Nowadays, in most cases the objective is to increase the data transmission data rate. With ZigBee, it does not happen. Although there are specific applications where it is necessary high data rates, when ZigBee is used, a low data rate is required in most of the cases.

As it is said, ZigBee is based on the 802.15.4 standard, in which the maximum speed operating at 2.4 GHz is 250 Kbps.

Once the main characteristics of the ZigBee standard have been presented, other issues such as frequency band allocation and data rates are now presented.
There are three frequency bands available in the IEEE 802.15.4 version of 2006:

- 868 MHz band: 868-868.6 MHz.
- 915 MHz band: 902-928 MHz.
- 2.4 GHz band: 2400-2483.5 MHz.

The 868 MHz band is used in Europe for several applications, including short-range wireless networks. The other two bands are ISM frequency bands, so do not require a license. The 915 MHz band is used mainly in the USA, whilst the 2.4 GHz is used worldwide. Figure 2.14 shows more details on the frequency bands used by the IEEE 802.15.4 standard.

<table>
<thead>
<tr>
<th>Frequency (MHz)</th>
<th>Number of Channels</th>
<th>Modulation</th>
<th>Chip Rate (Kchip/s)</th>
<th>Bit Rate (Kb/s)</th>
<th>Symbol Rate (Ksymbol/s)</th>
<th>Spreading Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>868-868.6</td>
<td>1</td>
<td>BPSK</td>
<td>300</td>
<td>20</td>
<td>20</td>
<td>Binary DSSS</td>
</tr>
<tr>
<td>902-928</td>
<td>10</td>
<td>BPSK</td>
<td>600</td>
<td>40</td>
<td>40</td>
<td>Binary DSSS</td>
</tr>
<tr>
<td>Optional</td>
<td></td>
<td>ASK</td>
<td>400</td>
<td>250</td>
<td>12.5</td>
<td>20-bit PSSS</td>
</tr>
<tr>
<td>868-868.6</td>
<td>1</td>
<td>ASK</td>
<td>1600</td>
<td>250</td>
<td>50</td>
<td>5-bit PSSS</td>
</tr>
<tr>
<td>Optional</td>
<td></td>
<td>O-QPSK</td>
<td>400</td>
<td>100</td>
<td>25</td>
<td>16-array orthogonal</td>
</tr>
<tr>
<td>902-928</td>
<td>10</td>
<td>O-QPSK</td>
<td>1000</td>
<td>250</td>
<td>62.5</td>
<td>16-array orthogonal</td>
</tr>
<tr>
<td>2400-2483.5</td>
<td>16</td>
<td>O-QPSK</td>
<td>2000</td>
<td>250</td>
<td>62.5</td>
<td>16-array orthogonal</td>
</tr>
</tbody>
</table>

**Figure 2.14.** Operating frequencies and data rates for IEEE 802.15.4. Figure obtained from [Far08].

The number of channels for each frequency band is different. The 868 MHz band has only one, the 915 MHz 10 (excluding optional channels) and the 2.4 GHz band has 16 channels. Figure 2.15 shows the distribution of the channels.
The 2.4 GHz band is accepted worldwide and is the one with the highest data transmission rate and the greatest number of channels. It is the most popular choice to develop transceivers. This band also has some disadvantages, such as possible problems of coexistence with IEEE 802.11 and other technologies which operate at the same frequency. Furthermore, there are interferences, such as the interferences produced by the microwave ovens, which can affect the quality of the transmission.

Regarding the topology of ZigBee networks and the role that each of the nodes can take, there are two types of devices in IEEE 802.15.4 wireless networks:

1- FFD (Full Function Device): Able to perform all the functions described in the IEEE 802.15.4 standard and able to accept any role in the network.

2- RFD (Reduced Function Device): Limited ability to perform functions. For example, while a FFD can communicate with any other device in the network, RFD can only communicate with another RFD. The processing capacity and memory in RFD devices is usually lower than in FFD.

In an IEEE 802.15.4 network, a FFD device can take three different
roles: Coordinator, PAN coordinator and Device. A Coordinator is a device that is capable of routing messages. If the Coordinator is also the main device of the network, it is called PAN coordinator. If a FFD device is not acting as a coordinator, then it is simply called Device.

The ZigBee standard uses a different terminology. A ZigBee coordinator (ZC) is an IEEE 802.15.4 PAN coordinator. A ZigBee router (ZR) is a device that can act as an IEEE 802.15.4 coordinator. Finally, a ZigBee End Device (ZED) is a device that it is neither a coordinator nor a router. ZigBee End Devices have the least processing power and memory. Typically, they are the cheapest devices in the network. In Figure 2.16 the mentioned different device roles can be seen.

![Figure 2.16. ZigBee and IEEE 802.15.4 device roles. Figure obtained from [Far08].](Image)

The ZigBee coordinator (ZC) is the only device that can form a network, so each network has only one ZC. It the network is open and new devices are expected, the ZC must be present because it is responsible for deciding the joining or the rejection of a new device. On the other hand, if the network is completely configured and the incorporation of new devices is not expected, the ZC behaves like a ZigBee router (ZR). When the used network topology is Tree topology, the ZC is the root node.

The ZigBee router (ZR) is an optional component of the network. It extends the network coverage connecting with a ZC or other ZRs. It participates mapping local addresses and the routing of messages.

When a simpler device is needed, a ZED is used, which can switch to the idle state (sleep mode) to consume less energy. ZigBee standard
imposes no time limit on the energy-saving state, so this time will depend on the needs of each application. It is also an optional network device and extends the network coverage communicating with ZC and ZR, but not with other ZED. A ZED does not participate in routing.

The following figures show a summary of the main features of each ZigBee device type and the different allowed associations between them:

<table>
<thead>
<tr>
<th>Node Type</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZC</td>
<td>Forms network, Routes packets, Security Trust Center, Allows nodes to join network</td>
</tr>
<tr>
<td>ZR</td>
<td>Joins network, Routes Packets, Allows nodes to join network</td>
</tr>
<tr>
<td>ZED</td>
<td>Joins network, Battery operated and may sleep, Smallest code size, Can be RxB0ndle = true (no polling) or RxB0ndle = false (polling)</td>
</tr>
</tbody>
</table>

**Figure 2.17.** ZigBee node types.

**Figure 2.18.** Allowed associations in a ZigBee network.
The ZigBee network layer is responsible for forming and managing the network. The network must be formed in one of the two topology types specified in IEEE 802.15.4: star and peer-to-peer.

In the star topology, shown in Figure 2.19a, the network devices can only communicate with the PAN coordinator. In a peer-to-peer topology, shown in Figure 2.19b, each device can communicate directly with any other device on the same network as long as the distance between them permits it. In this case, any FFD device could have the role of PAN coordinator. Usually, the first FFD device beginning a communication in order to create a new network will be the PAN coordinator.

![Figure 2.19. (a) Star topology. (b) Peer-to-peer topology (mesh). Figure obtained from [Far08].](image)

Peer-to-peer networks can take different forms defining some restrictions in the communications. When there are no restrictions, it is called mesh topology. Another form of peer-to-peer topology is the tree topology. In Figure 2.20 an example of tree topology is shown.
Due to the amount of work that PAN coordinator has to do, it is active for long time periods. Because of this, it is normally fed with a larger power source than a simple battery. Other devices are typically powered by batteries.

### 2.4 Wireless Interferences

The quality of the information transmitted via a radio link between transceivers of a wireless communication system can be highly impacted by the presence of disturbances to the desired signal. Unfortunately, the wireless channel suffers interferences inevitably due to its lack of physical borders. Typically, interferences impact destructively the content of the received information. Depending on the random processes that occur in the receiving device, these interferences are classified in two families: Additive and Multiplicative interferences.

Multiplicative interferences occur mainly due to the own characteristics of the specific communication system itself, such as frequency of operation, radio propagation phenomena of the transmitted signal, required delay and the coherence time of the channel.

On the other hand, Additive interferences occur when radiating sources external to the desired wireless communication system affect the desired received signal. Additive signals can be classified as Natural and Man-made. In this thesis work, the presented interference analysis is focused on Man-made interferences, specifically on...
interferences from other RF systems (which exist since the generation of
the spark for the experimental verification of the existence of
electromagnetic waves made by Hertz) and interferences from electric
devices and appliances. Figure 2.21 shows the classification of
interferences in RF communication links.

Figure 2.21. The classification of interferences associated with RF signals.

2.5 Radio Propagation Models

The importance of the study of the radio propagation has increased
enormously in recent years because of the increasing amount of
wirelessly connected devices that exist and are expected to coexist in a
near future. For that purpose, the propagation models have great
importance since they provide RF power level estimations within the
scenarios where the wireless communication systems are going to be
deployed. A propagation model is a set of mathematical expressions,
diagrams and algorithms used to represent the radio propagation
characteristics of an environment. Prediction models can be classified
into theoretical, empirical or statistical and deterministic models.
In this subsection, a brief description of the existing propagation models is made, from empirical and statistical techniques that offer high computational simplicity but little accuracy in the results, to deterministic methods based on the calculation of electromagnetic fields that provide high accuracy, but also a high computational cost.

### 2.5.1 Theoretical models

The purely theoretical treatment of radio propagation within complex scenarios such as urban, suburban or indoor areas is basically an intractable electromagnetic problem because of the general non-availability of a detailed geometric description of the coverage area and the numerous boundary conditions. Theoretical models are derived physically assuming some ideal conditions. For example, the diffracting screens model is derived using physical optics assuming uniform spacing and heights of buildings. Free space model and Diffracting screen model are some examples of theoretical models.

### 2.5.2 Empirical models

Empirical or statistical models are based on measurements. They are usually a set of equations derived from extensive field measurements. Empirical models are simple, efficient to use and accurate for environments with the same characteristics as those where the measurements were made. Important models in this group are Okumura model, who is one of the most widely used in urban areas, Hata model, which is an empirical formula of the graphical Okumura model, and COST 231.

These models are recommended when no high accuracy is required. One of the main drawbacks of empirical models is that they cannot be used for different environments without modification. For example, the empirical model for macro-cells cannot be used for indoor pico-cells. The validity of the models is highly dependent on the measurement environment because of the regressive process used to obtain them.
2.5.3 Deterministic models

In order to increase accuracy and minimize the dependence on the measurement environment, deterministic methods were developed. These site-specific methods are based on numerical methods. They use Maxwell’s equations to calculate the full electromagnetic propagation characteristics. Some examples are the Ray-Tracing method, the Finite Difference Time-Domain (FDTD) method and the Method of Moments (MoM).

These methods are definitely better than the methods explained above in terms of accuracy. Even more for the environments studied in this work, which are complex scenarios, most of them indoor. The main disadvantage of the deterministic methods is the large computational overhead that could be prohibitive for some big complex environments.

Especially in complex and indoor scenarios, the behavior of the radio channel is not a trivial issue and heavily depends on the complexity of the environment [Fin09]. The appearance of degradation effects fundamentally due multipath components but also of phenomenon like reflection, refraction, diffraction and scattering among others make the study of the associated radio channel a really complex task [Wan12]. For these cases, Ray Tracing and Ray Launching methods offer a good trade-off between accuracy and calculation time, providing quite accurate RF power estimations for a whole scenario [Isk02,Rez10].

A comparison between the mentioned radio propagation models is depicted in Figure 2.22, where the trade-off between the accuracy of estimated RF values and simulation time can be seen. As previously said, the Ray Tracing techniques are very consistent and acquire a good compromise between the accuracy of the results and the computational time. Because of that, an in-house developed Ray Tracing technique has been used in this thesis for the analysis of radio propagation within complex environments: the 3D Ray Launching method.
Figure 2.22. Accuracy vs. Computational cost of different radio propagation models.
Chapter 3

3D Ray Launching

This chapter presents the 3D Ray Launching algorithm, the in-house developed deterministic simulation tool used in this research work for the analysis of radio propagation phenomena within different complex scenarios. In Section 3.1 the description of the 3D Ray Launching simulation technique is presented. Then, in order to validate and show the accuracy of this simulation procedure, in Section 3.2 the radio propagation analysis carried out for different complex scenarios are presented. Finally, in Section 3.3 the contributions to the state of the art specifically related to the results shown in Section 3.2 are cited.

3.1 The 3D Ray Launching simulation tool

In complex environments, both indoor and outdoor, where the morphology of the scenario, the topology of the wireless systems and the presence of human beings greatly affect the electromagnetic wave propagation, it is a major issue to conduct a radio propagation analysis
before the deploying of WSNs or any other wireless communication system. Providing accurate radio propagation estimations in order to obtain valuable information regarding the performance of wireless devices deployed within complex environments is the aim of the 3D Ray Launching simulation method used in this work.

This 3D Ray Launching algorithm has been entirely created and developed in the Public University of Navarre. It is based on Matlab programming environment, and as a Ray Launching and Ray Tracing technique, it is a deterministic method based on Geometrical Optics (GO). The rays considered in GO are direct, reflected and refracted (transmitted) rays. Because of this, abrupt transitions areas may occur, corresponding to the boundaries of the regions where these rays exist. To complement the GO theory, the diffracted rays are introduced with the Geometrical Theory of Diffraction (GTD) and its uniform extension, the Uniform GTD (UTD). The purpose of these rays is to remove the field discontinuities and to introduce proper field corrections, especially in the zero-field regions predicted by GO.

The principle of operation of the algorithm lies in the rays that are launched in 3D directions (at an elevation angle $\theta$ and with an azimuth angle $\phi$, as defined in the usual spherical coordinate system) with a predetermined angular separation from a specified source placed within a scenario under analysis. Figure 3.1 shows schematically the Ray Launching concept. The launched rays correspond to single points of the wave front of the radiated electromagnetic wave (see Figure 3.2), and they propagate along the 3D space following a combination of optic and electromagnetic theories.

![Figure 3.1. Schematic representation of Ray Launching concept.](image)
Thus, each ray propagates in the space as a single optic ray, being affected by propagation losses. The electric field components values corresponding to the launched rays are calculated by the following formulas, which represent the electric field created by an antenna with radiated power $P_{rad}$ with directivity $D_t(\theta_t, \phi_t)$ and polarization ratio ($X_\perp$, $X_\parallel$) at a distance $r$ in free space [Car93]:

$$E_i^{\perp} = \sqrt{\frac{P_{rad}D_t(\theta_t, \phi_t)\eta_0}{2\pi}} \frac{e^{-j\beta_0 r}}{r} X^{\perp}L^{\perp}$$  \hspace{1cm} (3.1)

$$E_i^{\parallel} = \sqrt{\frac{P_{rad}D_t(\theta_t, \phi_t)\eta_0}{2\pi}} \frac{e^{-j\beta_0 r}}{r} X^{\parallel}L^{\parallel}$$  \hspace{1cm} (3.2)

where $\beta_0 = 2\pi f_c \sqrt{\varepsilon_0 \mu_0}$, $\varepsilon_0=8.854\times10^{-12}$ F/m, $\mu_0=4\pi\times10^{-7}$ H/m and $\eta_0=120\pi$ ohms. $f_c$ is the frequency of operation and $L^{\perp,\parallel}$ are the path loss coefficients for each polarization.

**Figure 3.2.** Wave front propagation associated with launched rays.
When a ray impacts the planar interface of an object, a reflected and a transmitted (i.e. refracted) ray are created with a new angles provided by the well-known Snell’s law [Hri00], shown in Figure 3.3. According to this law, the coefficients for the vertical and horizontal polarization for the reflected and transmitted rays are given by

\[
T^\perp = \frac{E_r^\perp}{E_i^\perp} = \frac{2\eta_2 \cos(\Psi_r)}{\eta_2 \cos(\Psi_i) + \eta_1 \cos(\Psi_i)} \tag{3.3}
\]

\[
R^\perp = \frac{E_r^\perp}{E_i^\perp} = \frac{\eta_2 \cos(\Psi_i) - \eta_1 \cos(\Psi_i)}{\eta_2 \cos(\Psi_i) + \eta_1 \cos(\Psi_i)} \tag{3.4}
\]

\[
R^\| = \frac{E_r^\|}{E_i^\|} = \frac{\eta_1 \cos(\Psi_i) - \eta_2 \cos(\Psi_i)}{\eta_1 \cos(\Psi_i) + \eta_2 \cos(\Psi_i)} \tag{3.5}
\]

\[
T^\| = \frac{E_r^\|}{E_i^\|} = \frac{2\eta_2 \cos(\Psi_i)}{\eta_1 \cos(\Psi_i) + \eta_2 \cos(\Psi_i)} \tag{3.6}
\]

where the index of refraction of both mediums are \( \eta_1 = \frac{120\pi}{\sqrt{\varepsilon_1}} \) and \( \eta_2 = \frac{120\pi}{\sqrt{\varepsilon_2}} \) and \( \Psi_i, \Psi_r \) and \( \Psi_t \) are the incident, reflected and transmitted angles respectively.

Once the parameters of transmission \( T \) and reflection \( R \) as well as the transmission and reflected (which is the same as the incident) angles are obtained, the new reflected and transmitted rays are launched from the impact point of the original incident ray with the new spherical angles \( (\theta_r, \phi_r) \) and \( (\theta_i, \phi_i) \) respectively.
Furthermore, this 3D Ray Launching algorithm takes into account the diffraction phenomenon, which happens when a ray impacts an object’s edge. For that purpose, the UTD has been implemented in the GO algorithm by computing the diffraction coefficients on the edges of the diffractive elements with the finite conductivity two-dimensional diffraction coefficients given by [Lue88][Lue89][Rec09]:

\[
D^\parallel = -\frac{e^{(-j\pi/4)}}{2n\sqrt{2\pi}k} \left\{ \cot\left(\frac{\pi + (\Phi_2 - \Phi_1)}{2n}\right) F\left(kLk^+ (\Phi_2 - \Phi_1)\right) + \cot\left(\frac{\pi - (\Phi_2 - \Phi_1)}{2n}\right) F\left(kLk^- (\Phi_2 - \Phi_1)\right) + R_0^\parallel \cot\left(\frac{\pi - (\Phi_2 + \Phi_1)}{2n}\right) F\left(kLk^- (\Phi_2 + \Phi_1)\right) + R_n^\parallel \cot\left(\frac{\pi + (\Phi_2 + \Phi_1)}{2n}\right) F\left(kLk^+ (\Phi_2 + \Phi_1)\right) \right\}
\]  

(3.7)

where \( n\pi \) is the edge angle, \( F, L \) and \( a^z \) are defined in [Rec09], \( R_{0,n} \) are the reflection coefficients for the appropriate polarization for the 0 face or \( n \) face, respectively. The \( \Phi_2 \) and \( \Phi_1 \) angles in (3.7) refer to the angles in Figure 3.4.
When diffraction phenomenon occurs, the diffracted field is calculated by [Lue89]:

\[
E_{UTD} = e_0 \frac{e^{-jks_1}}{s_1} D_{\perp} \sqrt{\frac{s_1}{s_2(s_1+s_2)}} e^{-jks_2}
\]  

Figure 3.4. Geometry for edge diffraction coefficients.

(3.8)

where \(s_1, s_2\) are the distances represented in Figure 3.4 from the source (Tx) to the edge and from the edge to the receiver point (Rx), respectively. \(D_{\perp}\) are the diffraction coefficients calculated from (3.7).

Figure 3.5 shows schematically the reflection, transmission and diffraction phenomena when a launched ray impacts a cuboid generated in the 3D Ray Launching simulation tool. The red dots represent the transmitter or the source of the launched ray.

Figure 3.5. Reflection, transmission and diffraction phenomena.
Once the principle of operation of the 3D Ray Launching algorithm has been presented, i.e. how the launched rays represent the propagating electromagnetic wave and their interaction with the objects within the scenario creating the electromagnetic phenomena of reflection, refraction (transmission) and diffraction, other important aspects of the in-house 3D Ray Launching algorithm are presented.

The main of these aspects is the creation of the scenario under analysis. A full 3D scenario is created before the simulation procedure, considering all the objects, walls, columns, windows, doors, transmitters, receivers and all the elements that are present within the environment. The real size of the scenario itself and the elements within is taken into account, with the drawback that only hexahedral shapes can be defined. Figure 3.6 shows a schematic view of a scenario created by the 3D Ray Launching tool. Furthermore, the material properties of all the elements within the considered scenario are also taken into account, by defining the dielectric constant (i.e. the relative permittivity) and the conductivity for the frequency range of operation of the wireless system under analysis, which leads to providing very accurate simulation results. The materials are assumed to be spatially homogeneous and temporally non-dispersive.

Figure 3.6. Schematic view of a scenario created with the 3D Ray Launching simulation tool.
It must be pointed out that a grid is defined for the whole volume of the simulation space in order to save the parameters of each ray. Accordingly, the 3D environment is divided into a specific number of cuboids of a size fixed by the user. The size of the cuboids leads to higher or lower resolution, making the obtained results more or less accurate respectively. The cuboid size or resolution also affects the required computational time, being higher when the cuboids are smaller, as the number of cuboids and hence the number of mathematical calculations grow.

The calculated results, such as the received power level or the Power Delay Profiles, are stored in the cuboids that fill the entire volume of the scenario under analysis. For that purpose, when a ray enters a specific cuboid, its parameters are saved in a matrix with the value of the received power and the time of arrival. This happens until the ray has a certain number of permitted reflections (i.e. impacts on objects) or it exceeds the propagation time set, both parameters defined by the user.

Finally, but not less important in order to obtain accurate simulation results, the characteristics of the deployed wireless transceivers are predefined. Following, the main parameters of the transmitter as well as the receiver transceivers are shown:

- Location within the scenario under analysis (Cartesian coordinates, in meters)
- Radiated power level (Watt)
- Frequency of operation (Hz)
- Number of launching rays
- Separation angle between rays (θ and φ, in degrees)
- Antenna type and Directivity (radiation pattern)
- Antenna Gain

For an in-depth description of the in-house 3D Ray Launching simulation tool and the detailed operating mode of the algorithm, such as the mathematical calculation of the received power, consult the previously published work [Azp14].
As it is stated in the previous section of this work, the Ray Launching methods offer a good trade-off between accuracy and calculation time, providing quite accurate results. In order to confirm this statement for the presented in-house 3D Ray Launching algorithm, radio propagation analysis works have been performed for different complex environments. The obtained results are shown and discussed in the following section.

### 3.2 Modeling of complex environments and validation of the 3D Ray Launching method

Once the 3D Ray Launching simulation tool has been shown, in this section its use for radio propagation estimations within complex environments is presented. For that purpose, the modeling of various complex environments has been carried out by creating schematic representations of the real scenarios with the aim of the 3D Ray Launching algorithm. Then, simulations have been performed in order to compare the estimated results with measurements, thus validating the simulation procedure. The results show that the in-house developed 3D Ray Launching method provide accurate RF power distribution estimations for morphologically different complex indoor scenarios, mainly indoor but also outdoor.

#### 3.2.1 Office environments

As a first step, office environments have been analyzed, as they are one of the most common indoor scenarios where a WSN can be deployed. Specifically, the influence of the topology as well as the morphology of this kind of indoor scenarios in the deployment of WSNs and wireless systems oriented to be applied to Building Automation Systems has been analyzed, as the use of these automation systems has been growing all over the world in the last years [Frä09][Bac10][Zam10][Rui12].
As time goes by, more buildings integrate an automation system for intelligently controlling elements such as light, heating, energy management, etc. The application of Building Automation Systems to any kind of building (including residential environments) is also called Smart Building (or Home) Systems. In this way, a Smart Building can be defined as the application of automation and integration systems on building facilities in order to improve the daily life of final users, to reduce energy consumption, to improve security and to reduce overall maintenance cost. This technology has been under development during many years with different standards and technologies such as KNX, BACnet or LON, allowing the development of different applications and systems in the last few years. All Smart Building networks are based on communication between sensors and actuators governed by the intelligence of the system. Over time, these systems have evolved incorporating more and more intelligence and decision making, up to Ambient Intelligence (AmI) concepts. Nowadays, AmI is described as an emerging discipline that brings intelligence to our everyday environments and makes them sensitive to end users. In order to obtain this level of intelligence, the hardware becomes more complex and is necessary to involve a larger number of sensors to obtain a large
amount of information achieving a more accurate response.

The connection between the components of these systems has been made typically via electric conducting cables, but nowadays the use of wireless technologies for communication with each other is taking a predominant role, bringing the Internet of Things to this kind of environments, providing communications and intelligence to the devices that surround us in everyday life defining “new” ambient intelligence environments.

With the rapid development of the wireless network technologies, the Building Automation Systems based on the WSN becomes more and more popular [Ost07][Wen10][Sun11]. The main advantage of using these wireless sensors is that they are easy and fast to deploy, not requiring any kind of wiring infrastructure. On the other hand, as the foreseen scenario for Building Automation Systems is an indoor scenario, it has a high complexity related to the topology as well as the morphology in terms of radio propagation. This leads to increased losses, in terms of material absorption as well as to strong multipath propagation. Besides, future systems will tend to use a large number of sensors, in which energy consumption and capacity are key issues to be considered.

There are many wireless communication technologies available (i.e. Bluetooth, ZigBee, Wi-Fi, NFC, etc.), most of them working in any of the existent ISM (Industrial, Scientific and Medical) free bands. For Building Automation Systems, aspects like low power consumption and low cost are typical parameters desirable in this kind of networks and because the data amount to exchange is usually small, the transmission data rate is not a determining factor. There are several products in the market that fulfill these characteristics and most of them are IEEE 802.15.4 compliant devices, which also is the most used standard for wireless Building Automation Systems [Bol06][Tae07][Dae10]. The main radio characteristics of the IEEE 802.15.4 protocol are shown in Figure 3.7.
The goal of the following analysis is to assess the radio coverage and link quality of IEEE 802.15.4 compliant devices in typical real indoor scenarios, for optimizing their deployment into WSNs for using them on Building Automation Systems. The proposed analysis is applicable in principle to a wide range of wireless systems, although it has been particularized for 802.15.4 devices. This type of Wireless Sensor Network exhibit properties such as 5 MHz bandwidth channelization (3 MHz real channel bandwidth), channel access based on CSMA/CA and low output power in the order of 0dBm, just to name a few. These properties, together with multiple network configurations and the possibility of including a large number of nodes, pose 802.15.4 networks and ZigBee as candidates in Building Automation Systems for control illumination, household appliance intercommunication, control of climate systems, presence-intrusion detection or entertainment, among others.

The main analyzed parameter has been link quality, which is given by the Packet Error Rate (PER), directly related to the Signal to Noise ratio to be achieved as a function of transceiver sensitivity. In the same way, the Signal to Noise ratio is strongly conditioned by the received power levels, which depend on the morphology of the environment where the wireless transceivers are deployed. For that analysis, simulations and measurements have been made in two laboratories of the Public University of Navarre: R&D building’s laboratory Nº 5 (scenario 1) and the Radio communication laboratory (scenario 2) depicted in Figure 3.8a and Figure 3.8b respectively.
These scenarios are complex environments composed of different types of walls (concrete, plywood, etc...) and a variety of different furniture (metallic cupboards, tables, chairs, computers, etc.), heavily affected by signal degradation due to multipath components. The proposed scenarios emulate the behavior of a typical small office and a more complex and bigger office or workplace.

Figure 3.8. (a) R&D building’s laboratory № 5 picture. (b) Radio communication laboratory picture.
In order to analyze the impact of the topology and morphology of the proposed indoor scenarios in wireless system behavior, a first approximation can be given by means of empirical based models, based on analytical expressions derived from non-linear regression of the scenario under analysis. As it has been commented in previous sections, these models give rapid results, but require calibration based on measurements in order to give an adequate fit of the result, since it is strongly dependent on the environment where the results are being obtained. In this study, the estimation of the RF power distribution within the scenario depicted in Figure 3.8b has been obtained by applying different empirical models, such as Cost 231, Keenan–Motley, Multi-wall models (see Figure 3.9a), ITU R. P. 1238 model (see Figure 3.9b) and Linear Attenuation Path model (see Figure 3.9c). The calculations have been obtained considering a source placed in the center of the scenario operating at a frequency of 2.45 GHz and a transmitted power of 18dBm. As it can be seen from the figures, these models give simplified estimations, in which the complexity of the indoor elements (such as material changes, furniture, windows, etc.) has no significant effect.

(a)
Figure 3.9. RF power distribution for a height of 1.05m within the scenario of Figure 3.8a, calculated by (a) Cost 231, Keenan – Motley and Multi-wall models, (b) ITU R. P. 1238 model, (c) Linear Attenuation Path model.
Once the estimations obtained by different empirical models have been presented, the in-house 3D Ray Launching method has been used in order to analyze the same indoor scenarios with the aim of comparing its results with the results shown in Figure 3.9. A schematic view of the created indoor scenario corresponding to the “R&D building’s laboratory N° 5” of Figure 3.8a, is shown in Figure 3.10a, where the inclusion of indoor elements such as furniture, doors, windows and walls can be seen. It is important to note that the results shown in Figure 3.8 and Figure 3.9 correspond to a single room of the scenario represented in Figure 3.10a. In Figure 3.10b, a representation of the ray launching procedure is shown, with a three dimensional calculation scheme. Rays are launched given the solid angle definition within the simulation parameters. The scenario is subdivided in cuboids, in which the calculation of electrical field values in vector format are performed and processed in order to estimate parameters such as received power levels or Power Delay Profiles, as a function of the spatial observation point.

![Figure 3.10](image)

**Figure 3.10.** (a) R&D building’s laboratory N° 5. (b) Ray launching representation for the indoor scenario.

Figure 3.11 shows the RF power distribution results obtained by the 3D Ray Launching method at some specific points (the points where measurements were taken) of a plane at 1.05m height. The simulations have been performed considering the same parameters used for the estimations with the empirical models, i.e. a frequency of operation of 2.45 GHz and a transmitted power level of 18dBm. It is observed how the 3D Ray Launching results represent better the expected RF
distribution within indoor scenarios, showing the power variations due to the multipath propagation generated by the consideration of the elements within the scenario.

**Figure 3.11.** RF power distribution for a height of 1.05m within the scenario of Figure 3.8a, calculated by the 3D Ray Launching method.

In order to show clearer the difference of using empirical models or the 3D Ray Launching algorithm, in Figure 3.12 the results obtained by empiric models and the 3D Ray Launching algorithm are compared with measurements taken within the scenario under analysis. As it can be seen, there is quite good agreement between measurement results and 3D Ray Launching results, whereas there is worse agreement with empirical based models in general. The results obtained by the empirical models only follow the tendency of the power distribution, while the 3D Ray Launching results also represent the short term variations as they take into account the elements within the specific scenario under analysis. The measurement points represented in the graph correspond to the values of X=0.5m along the Y-axis, with higher discrepancies at certain points, due to averaging differences in the cuboid and equivalent antenna volume, as well as the unavoidable errors due to the differences between the real scenario and the created one. The adequate correlation between simulation and measurement
results validates the use of the 3D Ray Launching simulation tool for the complete scenario.

![Figure 3.12. Received power vs. Linear path results. Comparison between Measurements and different Propagation models.](image)

As stated previously, the determination of the received signal levels is the key parameter in order to analyze the overall link quality of the Wireless Sensor Network nodes. In order to gain insight in the performance of the presented 3D Ray Launching algorithm and the calculation of the RF power level distribution, several additional simulations have been carried out for different locations of the transmitter to verify that the interaction with the elements within the indoor scenario are considered and to stress the fact that both the morphology of the scenario and the location of the transmitter (as well as the potential receiver) play a key role in the overall performance of the wireless system. Figure 3.13 shows the RF power distribution for two different heights when the transmitter is fixed at a different location \((X=1.8, Y=5.34, Z=1.05)\) meters. As can be seen, there is a noticeable variation of power level even in the case of relatively small distances. This is due to the particular electromagnetic phenomena occurring within indoor scenarios like home and office environments, such as fast fading, which is the most relevant, which is due to the multipath propagation components, strongly dependent on the
morphology and topology of the scenario considered. In order to illustrate this dependence with spatial distribution, Figure 3.14 represents how the received power is distributed along the X and Y-axis for different heights. The strong dips in received power level are due to destructive addition of multipath components, described statistically by fast fading.

![Figure 3.13.](image_url)

**Figure 3.13.** RF power distribution for different heights within the scenario of Figure 3.10a. (a) 1.5m height. (b) 3m height.
To illustrate the relevance of this propagation mechanism, the Power Delay Profile for a given point of the scenario is shown in Figure 3.15. As it can be seen, there is a large number of echoes in the scenario, within a time span of approximately 15ns to 90ns, corresponding to
distances from 0.5 meters to 2.5 meters. The large amount of echoes within such a short distance is coherent with the complexity of the scenario (elements such as furniture) as well as the material properties at the frequency of operation.

Figure 3.15. Power Delay Profile at Point (1.8, 3.04, 1.5) m within the scenario under analysis (Figure 3.10a).

Additionally, several simulations of the other presented indoor scenario, called “Radio communication laboratory” (Figure 3.8b) have been done. Figure 3.16 shows the schematic representation of this scenario created with the 3D Ray Launching simulation tool. In this case, the scenario has a larger size, with a great deal of furniture, typical of laboratory/technical office environment, including two metallic lockers in the center of the scenario. Figure 3.17 shows the spatial distribution of RF power for different heights when the transmitting antenna is placed at the point (X=2, Y=2, Z=0.81) m. Once again, the morphology and the topology of the scenario play a key role in the values of received power levels and the same effects shown in the previous scenario are seen. It is worth noting the expected effect
that the two metallic lockers have in the propagated signal (see Figure 3.17a): the signal does not penetrate the lockers and the RF power behind them decreases significantly, due to the properties of the metallic material of the locker.

Figure 3.16. Radio communication laboratory.

(a)
Figure 3.17. RF Power distribution estimations for different heights within the scenario of Figure 3.16. (a) Height=0.81m. (b) Height=2.3m.

The simulation results show the relevance of the layout of the working scenario in the deployment of WSNs. Validation is now sought in terms of experimental results, with the aid of realistic wireless transceivers. As it has been previously stated, due to the performance in terms of unit cost, power consumption and spectrum availability, IEEE 802.15.4 based devices have been employed for the experimental setup. Specifically, the wireless communication devices used in this work have been XBee Pro models, from Digi International Inc, shown in Figure 3.18a. The transmission RF power level of these devices can be adjusted with a maximum default value of 18dBm, which has been used in the experimental setup. The module has different antenna options (i.e., external antenna, usually a whip antenna or a compact integrated chip antenna) with election, in terms of size and integration of chip antenna, which leads to a low antenna gain, in the order of -1.5dBi. For simple standalone operation, the transmitter XBee Pro module and the associated components can be plugged into a solderless breadboard powered by two 1.5 VDC AA batteries. For transmitting arbitrary data or processing receiving data,
the connection with a PC is required. For that purpose, the XBee Pro module is plugged into an XBee Explorer USB unit (see Figure 3.18b). In this way, the XBee Pro modules’ UART appears as a USB serial port in the connected PC and can be accessed for reading/writing data using RS 232 protocol.

![Figure 3.18. (a) XBee Pro module. (b) XBee Explorer USB.](image)

The initial experimental setup has been deployed in the scenario of Figure 3.8a. In order to analyze the radio propagation characteristics of the scenario, a transmitting XBee Pro module has been placed in the center of the room and the received RF power has been registered in several different points. The received power values have been measured with the aid of an omnidirectional antenna connected to an Agilent N9912A FieldFox RF Spectrum Analyzer of Agilent, with a central detection frequency fixed at 2.4 GHz. The spectrum analyzer is capable of measuring signals from 5 KHz to 4/6 GHz with a DALN (Displayed Average Noise Level) of -148dBm, a sufficient dynamic range to analyze the XBee Pro transmitted RF signal. In order to improve the spectrum analyzer’s measurement time, the transmitter has been configured to operate sending one packet of data per millisecond, which is the maximum achievable data rate.

As shown in the previous Figure 3.12, where the comparison between the these measurements and the estimations of the received RF power is depicted, it can be seen that the received RF power differs greatly from the values predicted by the propagation models and adjusts more precisely to the ones predicted by the 3D ray launching algorithm. As for consideration of computational error, the corresponding simulation error of the 3D Ray Launching algorithm is
defined as the difference between the measured and simulated values of the path loss at any time. For this case, the resulting mean error is 0.50dB, with a standard deviation of 1.58dB, indicating that the simulation method is working properly within this scenario. It is also worth noting that the simulation results indicate that the received signal levels are above the sensitivity threshold of conventional IEEE 802.15.4 transceivers, usually below -80dBm.

Another important aspect of a wireless communication system is the quality of the radio link. It is significant to determine how the received packet’s RSSI affects the links PER (Packet Error Rate), as already stated previously. To obtain the data, XBee Pro module’s functionality of estimating each received packet’s RSSI has been used. The aim is to analyze the relation between the PER of the radio link and different values of RSSI, since this will give a direct correlation between both values and hence allow an estimation of the overall observable radio link quality. For that purpose, in a random point within the room, an XBee Pro module emulating a transmitter has been placed and connected to a computer via a USB cable. In the same computer, a Java application runs. This was programmed in-house for the purpose of broadcasting a quantity of packets determined by the user. On the other hand, another XBee Pro module has been connected, also via a USB cable to a laptop. In that laptop another in-house Java programmed application runs. This application determines the average RSSI of the received packets and the corresponding PER value, storing them in a text file along with the values of the arriving time, RSSI value and the sequence number of every received packet. The receiver position has been changed randomly throughout the scenario for obtaining different values of average RSSI and its corresponding PER values. In order to obtain meaningful data, it is important to send a significant amount of packets. Taking this into consideration, the number of packets used for every PER measurement has been of 1,000,000. In Figure 3.19 the representation of the measured PER versus the average RSSI is shown. It can be seen that the packet errors are very low until a RSSI value of -75dBm is reached. Then, the curve behavior follows an exponential trend, losing many packets when the RSSI value
approximates to -100dBm, which is the sensitivity value of the used XBee Pro devices. This behavior is due to the receiver begins to have problems retrieving the original data correctly when the SNR becomes too low, i.e., when the RSSI becomes too low.

![PER vs RSSI](image)

**Figure 3.19.** PER vs. Average RSSI in the scenario of Figure 3.8a.

In order to improve the performance of the wireless communication, the XBee Pro modules have the capability of sending ACK (Acknowledgement) packets for error recovering. When a packet is sent by the transmitter, an ACK packet is sent back from the receiver. If the ACK packet is not received, another packet is sent by the transmitter with the information of the lost packet. The IEEE 802.15.4 protocol provides a maximum of 3 ACK retries after the packet emission is considered a failure. The difference in the link quality between using ACK packets could be very significant, as it is shown in Figure 3.20, where a comparison between measurements without ACKs and using ACKs is depicted. It can be seen how the trend of both curves is similar; however, the degradation in the percentage of received packets starts at RSSI value of -75dBm for the case without ACKs and at -90dBm when the ACK option is activated. This 15dB difference in RSSI would have a strong impact on the overall coverage radius of the wireless system.
Further measurement results have been obtained for the scenario of Figure 3.8b, which is a larger and more complex environment as it has a higher density of furniture elements. Figure 3.21 shows the obtained PER vs. RSSI results. As it is expected, similar behavior is observed as in the previous case of the previous scenario. Even so, in this case, the degradation in the percentage of received packets starts at RSSI value of -84dBm approximately, while in the previous scenario starts at -75dBm. This is due to the fact that the morphology of both scenarios is different and hence, the wireless communication within them is differently affected by the multipath propagation, which leads to more or less conservative network deployment of the wireless sensors.
As it has been seen in both measurements and simulation results, the layout and composition of elements within an indoor scenario, such as office environments, play a key role in the overall effect in terms of losses in the propagation channel used in WSNs and systems. As showed, initial considerations are usually based on simplified empirical models, which lead to large errors in received signal estimations. To overcome this limitation, the in-house developed deterministic code based on 3D Ray Launching has been used to analyze the effect of the indoor topology and morphology in the operation of wireless links within two different realistic scenarios. Experimental validation has been obtained by performing tests with wireless sensors. The results confirm that the analysis of the topology of the WSN has a strong impact in complex indoor scenarios, in which small distances represent relevant changes in the received level as well as the overall quality of the wireless system. The application of the 3D Ray Launching technique in the planning phase of wireless sensor networks and systems can lead to the optimization of the quality of service, capacity and overall energy consumption of the WSN, which is of great importance in the deployment strategy of future high density sensor configurations, present in Building Automation Systems of the future.

### 3.2.2 Home environments

Another typical indoor environment where WSNs can be deployed is the home environment. As in the previous case of office environments, home environments also are complex scenarios in terms of radio propagation due to the furniture elements and walls within them. While in the previous subsection single office rooms have been studied, in this subsection a radio propagation analysis within a whole home is presented. The aim of this study is to analyze the radio propagation of a ZigBee-based WSN oriented to enable a potential deployment of wireless Ambient Assisted Living (AAL) system within a common home environment.
AAL systems are possible due to the wide adoption of diverse technological elements, which have been key drivers in the transformation, provision and delivery of healthcare services. In particular, those related to Information and Communication Technologies. Traditionally, healthcare services entailed large amounts of resources, many of which required patients to be in direct contact with health specialists, for diagnostics as well as for treatment. In the past decade, with the steady adoption of software solutions and seamless connectivity, electronic health (e-Health) as well as mobile health (m-Health) have enabled Ambient Assisted Living (AAL) and Context Aware scenarios, where real time monitoring and interaction of patients and users with health specialists can be performed remotely [Pal13][Leo13], decreasing overall cost and increasing overall quality of life, reducing patients displacement and allowing them to live in their homes [Led13][Mor12]. Parameters such as biomedical signals, drug
distribution, patients’ behavior and interaction and alarm signals can be readily collected and analyzed. An evolution in the concept of AAL is the interaction of these localized solutions within a Smart City or Smart Region, giving rise to the Smart Health concept [Sol14].

In order to collect the amount of information required for the deployment of an AAL system within a home environment, the number of wireless transceivers within the scenario is supposed to be quite high. Because of this, a dense ZigBee network deployed within a home environment is analyzed in this section of the work. The scenario considered is a common apartment located in the neighborhood of ‘La Milagrosa’ in the city of Pamplona, Navarre. The apartment has approximately 65m$^2$ and it consists of 2 bedrooms, 1 kitchen, 1 bathroom, 1 study room, 1 living room and 1 small box room, as it is shown in Figure 3.22. The dimensions of the scenario are 9.05m × 7.255m × 2.625m, and it is completely furnished. For its construction by means of the 3D Ray Launching tool, the real size and material properties (dielectric constant as well as conductivity) of all the furniture and elements such as chairs, tables, doors, beds, wardrobes, bath, walls, etc. have been taken into account, which will lead to obtain accurate simulations results. The properties of the materials with greater presence in the scenario are listed in Table 3.1.

<table>
<thead>
<tr>
<th>Material</th>
<th>Permittivity ($\varepsilon_r$)</th>
<th>Conductivity ($\sigma$)[S/m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Plywood</td>
<td>2.88</td>
<td>0.21</td>
</tr>
<tr>
<td>Concrete</td>
<td>5.66</td>
<td>0.142</td>
</tr>
<tr>
<td>Brick wall</td>
<td>4.11</td>
<td>0.0364</td>
</tr>
<tr>
<td>Glass</td>
<td>6.06</td>
<td>$10^{-12}$</td>
</tr>
<tr>
<td>Metal</td>
<td>4.5</td>
<td>$4\times10^7$</td>
</tr>
<tr>
<td>Polycarbonate</td>
<td>3</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 3.1. Properties of the most common materials used for 3D Ray Launching simulations.
Figure 3.22. (a) 3D simulated scenario with wireless devices shown in colored dots, (b) top view of the scenario.
Once the simulation scenario has been defined, a measurement campaign has been carried out in the real scenario in order to validate the results obtained by the 3D Ray Launching algorithm. For that purpose, a ZigBee-compliant XBee Pro module connected to a computer through a USB cable has been used as a transmitter (see Figure 3.23a). The transmission power level of the wireless device can be adjusted from 0dBm to 18dBm. For the validation, the 0dBm level has been set, which will be the level used for the simulations of the ZigBee network reported in the following sections. Received power values in different points within the scenario have been measured by means of a 2.4GHz-centered omnidirectional antenna connected to a portable N9912A FieldFox spectrum analyzer (see Figure 3.23b). In order to minimize the spectrum analyzer’s measurement time, the transmitter has been configured to operate sending one data packet per millisecond. The measurement points and the position of the transmitter element can be seen in the schematic view of the scenario shown in Figure 3.24, which are represented by green points and a red rectangle respectively. The transmitter has been placed at height 0.8m and the measurements have been taken at height 0.7m. The obtained measured power levels for each measurement point have been depicted in Figure 3.25, where a comparison between the measurements and 3D Ray Launching simulation results is shown. As can be seen, the 3D Ray Launching simulation tool provides accurate estimations. In this case, taking into account the 14 measurement points, a mean error of 1.38dB with a standard deviation of 2.55dB has been obtained.

![XBee Pro module](image1.png)  ![N9912A FieldFox spectrum analyzer](image2.png)

**Figure 3.23.** (a) XBee Pro module. (b) N9912A FieldFox spectrum analyzer.
Figure 3.24. Schematic upper view of the scenario. Measurement points are shown in green and the transmitter location in red.

Figure 3.25. Measurements vs. 3D Ray Launching simulation results for different points within the scenario (see Figure 3.24).
Following the validation of the 3D Ray Launching simulation algorithm, the radio propagation within the presented home environment is analyzed. For that purpose, a ZigBee-based wireless network has been deployed within the scenario (see Figure 3.22b). The network consists of 50 ZED (ZigBee End Device), which emulate different kinds of sensors distributed throughout the apartment and 6 ZR (ZigBee Router), which emulate the devices that will receive the information transmitted by the ZEDs included in their own network. There are also WiFi devices, but they are used for another analysis in later sections of this work.

The performance of a WSN in AAL environments in terms of received power distribution is a major issue, especially in complex indoor environments where radio propagation phenomena like diffraction and fast fading are very strong. Besides, the deployment of ZigBee-based WSNs is versatile and allows several topology configurations such as star, mesh or tree. Furthermore, due to the wireless inherent properties and the size of the motes, their position as well as the network topology itself can be easily changed and reconfigured. Thus, very different networks and sub-networks can be found in a single AAL environment. The aim of the following study is to analyze the propagation phenomena, as well as the effect of the topology and the morphology of the scenario under analysis, by means of the 3D Ray Launching simulation method. For that purpose, the simulations of the ZED devices shown in Figure 3.22 have been made. The used simulation parameters are shown in Table 3.2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>2.4 GHz</td>
</tr>
<tr>
<td>ZigBee Transmitted power</td>
<td>0 dBm</td>
</tr>
<tr>
<td>Antenna gain</td>
<td>1.5 dBi</td>
</tr>
<tr>
<td>Launching angle resolution</td>
<td>1°</td>
</tr>
<tr>
<td>Maximum permitted reflections</td>
<td>7</td>
</tr>
<tr>
<td>Cuboids resolution</td>
<td>10cm × 10cm × 10cm</td>
</tr>
</tbody>
</table>

Table 3.2. Parameters for the 3D Ray Launching simulations.
The main result provided by the simulations is the RF power level distribution for the whole volume of the scenario. Figure 3.26 shows an example of the received power distribution in a plane at height of 1.5m of the scenario for the transmitting ZED placed within the box room. It can be observed that the morphology of the scenario has a great impact on the results. In this example, it is clearly shown how the radio propagation through the box room’s gate and through the isle is greater than the rest of the farthest rooms of the scenario, as there are less obstacles and walls in the rays’ path. Due to the topological complexity of this kind of scenarios, the multipath propagation is expected to be the main propagation phenomenon, which appears due to the strong presence of diffractions, reflections and refractions of the transmitted radio signals. Multipath propagation typically produces short-term signal strength variations. This behavior can be observed in Figure 3.27, where the estimated received power vs. linear distance is depicted for 3 different heights corresponding to the white dashed line of Figure 3.26.

![Received Power at height 1.5m](image)

**Figure 3.26.** RF power distribution plane at height 1.5m when the ZED within the box room is transmitting. The white dashed line corresponds to the data shown in Figure 3.27.
The relevance of multipath propagation within the scenario can be determined by the estimation of the values of all the components reached at a specific point, usually the receiver. In order to assess this, Power Delay Profiles are used. This kind of results can be obtained with the presented 3D Ray Launching tool. As an example, Figure 3.28 shows the Power Delay Profiles for 3 different positions within the scenario, when the ZED of the box room is emitting (the case represented in Figure 3.26). As it can be observed, the complex environment creates lots of multipath components, which are very strong in the box room as the transmitter is in it (Figure 3.28a). As expected, these components are fewer and weaker (i.e. lower power level) as the distance to the transmitter grows, as it can be seen in the Power Delay Profiles of randomly chosen points within the aisle (Figure 3.28b) and the living room (Figure 3.28c). Note that the arrival time (x-axis) of the first component of each graph clearly shows the increasing distance, being higher while the distance grows. The dashed red lines depicted in the Power Delay Profiles correspond to the
sensitivity of the XBee Pro modules, indicating which of the received components can be read by the receiver: those with a power level higher than -100dBm.

(a)

(b)
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An alternative approach to show the impact of multipath propagation is the use of Delay Spread graphs, which provide information for a whole plane of the scenario in a single graph, instead of the ‘point-like’ information provided by Power Delay Profiles. The Delay Spread is the time span from the arrival of the first ray to the arrival of the last ray, at any position of the scenario; i.e., the time span between the first and the last element depicted in Power Delay Profile figures. Figure 3.29 shows the Delay Spread for a plane at height 2m when the ZED placed in the box room transmits. As expected, larger timespan values can be found in the vicinity of the emitting ZED since this is the area where the reflected valid rays (i.e. rays with power level higher than the sensitivity value) arrive sooner. In other areas, Delay Spread values vary depending on the topology of the scenario.

Figure 3.28. Estimated Power Delay Profiles when the ZigBee mote within the box room is emitting, for different points within the scenario; (a) Box room, (b) Aisle and (c) Living room.
3.2.3 Vehicular environments

After the use and validation of the 3D Ray Launching algorithm within office and home environments, in this section more complex and less studied indoor environments are presented. These new type of scenarios are vehicular environments, which in recent years have gain importance due to the development of intelligent transportation systems. Specifically, intra-vehicular propagation has been studied, within vehicles such as cars, aircrafts or trains. Comparing with home and office environments, these kinds of scenarios are usually smaller and they have a strong presence of metallic elements. As in the
previous environments, a radio propagation analysis is carried out, and measurements within real scenarios help to validate the results obtained by our 3D Ray Launching algorithm.

First, the influence of the topology and morphology of a particularly complex scenario for the deployment of ZigBee wireless sensor networks is analyzed. This complex scenario is a common car. The existence of loss mechanisms such as material absorption (seats, dashboard, etc.) and strong multipath components due to the great number of obstacles in a small scenario and the metallic environment (bodywork), as well as the growing demand for wireless systems within a vehicle emphasizes the importance of the configuration of the heterogeneous intra-car wireless systems.

As it is well known, WSNs are growing rapidly into a large number of fields of application. The most popular application fields have been building automation systems, location, industrial and structural monitoring, farming and agriculture, defense, security and healthcare, among others. Recently, vehicular wireless applications have had great relevance due to the increasing number of sensors used in cars for
different functions as engine management, comfort or intelligent brake systems, just to name a few. Traditionally, these sensors have been wired, but replacing these wires with wireless technologies (e.g. ZigBee or RFID) could lead to a significant weight and cost reduction [Mir06][Lee11]. Besides, wireless technologies provide easier and cheaper deployment, system maintenance and upgrade.

Car manufacturers as well as research groups around the world have shown great interest in the development of wireless systems for automotive applications. In fact, there are study groups working on car communications with the aim of defining standards: 802.11p and IEEE 1609 family of standards for Wireless Access in Vehicular Environments (WAVE), among others. These emerging vehicular networks, which can be vehicle-to-infrastructure, vehicle-to-vehicle and intra-vehicle communications, could provide a wide variety of new applications. For vehicle-to-infrastructure communications, the most popular wireless technologies are WiFi (or IEEE 802.11) [Hyn12], cellular technologies as GSM/GPRS [Chu10] and mainly ZigBee (or IEEE 802.15.4) [Wei08][Pop09][Min10][Chu10][Hyn12]. One of the main goals in vehicle-to-infrastructure communications is the security and the avoidance of traffic accidents [Wei08][Hua08][Foi09][Shi10] but the number of applications is wide, and there are very interesting applications as the management of charging systems for electric cars [Lem11] and CO2 monitoring [Shu09], also mainly based on ZigBee wireless communication.

Another interesting field of these kinds of communications is the so called inter-vehicular communications (IVC), which can interact with the previously mentioned vehicle-to-infrastructure networks to improve the performance and capabilities of the system. Nowadays the main wireless technology used for that is ZigBee, usually combined with others, as IEEE 802.11 standards, GSM or GPS [Eam08][Guo11]. This issue has been treated in the literature since several years ago, with the design of antennas and systems for car communications [Aus98][Gsc03], as well as other related aspects such as the improvement of the communication security and protocol [Hai06][Lee09].
Finally, there are intra-vehicle communications, in which the complete communication process takes place among devices placed on or inside a single car or vehicle. In the literature there are wired solutions to provide a communication inside a car, mainly based in power line communications (PLC) [Nou09]. But since the minimization of weight became an important issue in order to gain capabilities and reduce fuel consumption, there has been an increasing interest on using wireless communication systems [Ahm07][Nou08]. Besides, as stated previously, wireless technologies provide easier and cheaper system deployment and maintenance. The wireless channel for intra-vehicle communications has been studied previously for different frequencies [Mog09][Rao12], and hybrid solutions have been also proposed in order to reduce free space propagation losses [Fuj10].

In this work, wireless intra-car communications are analyzed, focusing on WSNs. Several wireless technologies or frequency bands have been used for the implementation of intra-car WSNs, as RFID [Ton07], 60 GHz band [Saw09] or ultra wideband (UWB) [Yon12]. But due to the complex characteristics of the environment and the requirements of the applications (low cost, low energy consumption, low data rate and energy supply by batteries), the most widely used technology is ZigBee, based on IEEE 802.15.4, which fulfills the typical requirements. The range of applications in which ZigBee is used for intra-car communications is wide, e.g. tire safety detecting systems [Wan10], CO2 monitoring [Guo11], safety [Jiu11], noise reduction [Mie11], vehicle identification and driver authentication [Dis08] and multimedia applications for environmental control [Bur07]. It is important to note that the increasing number of portable electronic devices and wireless systems (e.g. laptops, smartphones) could interfere with those ZigBee WSNs, as they operate in the 2.4 GHz ISM (Industrial, Scientific and Medical) band [Hsi07][deF09].

The emerging interest on intra-car applications leads to an increasing number of deployed wireless sensors inside cars. Therefore, taking into account that a car is a highly complex environment where strong degradation effects due to multipath components and phenomena like reflection, refraction and diffraction are present, the radio channel
requires an in-depth radio propagation analysis. Different simulation methods can be found in the literature to obtain propagation estimations and characterization of the radio channel for intra-car communications. Typically, statistical characterization of the radio channel has been obtained performing measurements within the car [Bel09][Tsu09][Bas13]. There are other channel modeling simulation methods as the system simulator for Tire Pressure Monitoring System (TPMS) [Hua12] and the ones based on the channel model specified in the IEEE 802.15.3a indoor model for UWB [Lei10]. All these methods usually define a simple and not highly accurate radio channel.

Deterministic simulation methods (Finite Difference Time Domain (FDTD) method and the Method of Moments (MoM)) have been also used for intra-car environments, improving strongly the accuracy and precision of the simulation results, thus obtaining reliable estimations of the propagation. But due to the high computational cost, they have been used for modeling specific systems, as the performance of tire pressure monitoring system [Son06]. But for the simulation of a complex intra-vehicular environment, they can be highly time-consuming due to the high computational cost. As we already know, there are also the deterministic ray tracing and ray launching methods offering a reasonable trade-off between precision and required calculation time, which have been also used in car environments with the aim of parameterization of cars as scattering centers for car-to-car or car-to-infrastructure communications [Bud12].

In the following study, an in-depth propagation study for ZigBee motes operating at ISM 2.4 GHz band inside a common commercial car is presented, emulating an operating WSN. The simulation of the radio propagation within the car has been carried out by means of the in-house 3D Ray Launching method, which is a novel method for analyzing the radio channel inside cars, and which has been already used for the modeling of a UHF-RFID system in a van [Azp12]. Power distribution planes and consumption planes inside the car are presented as radio propagation results. Also time domain results are presented, as Power Delay Profiles and delay spread.

Finally, in order to validate all the simulation results presented
throughout the paper, a test-bed with a real car has been set, in which received power measurements have been performed to compare them with the simulation results. System measurements have been also performed in order to analyze the link quality inside a car. The PER (Packet Error Rate) is the parameter that has been measured for that analysis.

In this study, a car model based on the real dimensions (4.57m x 1.6m x 1.46m) of the 406 model of the brand Peugeot has been implemented in the 3D Ray Launching software for the simulations (see Figure 3.30). The simulation tool has the limitation of representing shapes by parallelepipeds, but on the other hand, the constitutive materials of the different parts of the scenario, as dashboard, seats, windows, engine and the car body have been accurately defined, taking into account their real size and dielectric characteristics. Besides the material characterization of the objects within the scenario, the parameters that are set in the simulator (antenna type, transmitted power, radiation pattern, cuboids size, etc.) are determinant in order to calculate accurate results of the radio propagation due to the phenomena associated to it (i.e. diffraction, refraction and reflection).

![Figure 3.30. 3D Ray Launching car model for the Peugeot 406.](image-url)
For all the simulations, an antenna has been placed inside the car, just over the dashboard (red dot in Figure 3.30), considering that position a place where a real device could be situated. This transmitting antenna has been configured as a dipole, transmitting 18 dBm at 2.41 GHz, as they are the characteristics of the real device used for subsequent measurements. Table 3.3 shows a summary of the parameters set for the simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>2.41 GHz</td>
</tr>
<tr>
<td>Transmitted power</td>
<td>18 dBm</td>
</tr>
<tr>
<td>Antenna type</td>
<td>Dipole</td>
</tr>
<tr>
<td>Launching angle resolution</td>
<td>1°</td>
</tr>
<tr>
<td>Maximum permitted reflections</td>
<td>5</td>
</tr>
<tr>
<td>Cuboids resolution</td>
<td>5cm × 5cm × 5cm</td>
</tr>
</tbody>
</table>

Table 3.3. Parameters for the simulation of the car model.

In order to show the obtained simulation results, two different cutting planes have been set at different heights (1 and 1.2 meters), as can be seen in Figure 3.31. The plane at height 1 meter corresponds to the height where the transmitter is placed at and the 1.2-meter-height plane corresponds approximately to the height of the head of a person sitting in the car.

Figure 3.31. Representation of the two cutting planes for which the simulation results are shown.
The following simulation results show the RF power distribution planes and the energy consumption planes for the two different heights represented in Figure 3.31. First, the distribution of the estimated RF power distribution is presented in Figure 3.32. The radiating element, which represents a wireless ZigBee mote placed on the dashboard, is depicted by a black circle in the 1meter-height plane (the same place as the transmitter in Figure 3.30).

**Figure 3.32.** Estimation of RF power distribution for different cutting planes at different heights: (a) 1 m, and (b) 1.2 m.
As expected, the highest power values can be found for the plane at height of 1 meter (Figure 3.32a), since it is the height where the transmitter is placed. The influence that obstacles (like seats and dashboard) have on the radio propagation inside the car can be also appreciated, as they absorb and reflect part of the emitted power, creating behind them zones which receive lower power levels. The metallic body of the car makes most of the power remain inside the car due to the reflective properties of metals, but a significant amount of energy leaks through the windows. Low received power zones can be also found in the engine area, as well as the car trunk area, also due to the metallic parts of the car. There are also some points within the car where the received power level is low, which can be generated due to the multipath propagation. In order to show better these phenomena, received power versus linear distance graphs are shown in Figure 3.33. Specifically, those corresponding to a line that passes through the center of the car for 3 different heights are represented. The mentioned line can be seen in the inset (top right of the picture). The represented heights correspond to the planes shown in Figure 3.31 (1m and 1.2m) and the 0.7m height corresponds to the height where the measurements have been taken, i.e. on the seats, as later is shown.

Figure 3.33. Received RF power versus linear distance for different heights of the central linear path (see inset).
The results depicted in Figure 3.33 show a noteworthy received signal variation, as it is expected for an indoor environment due to the occurring electromagnetic phenomena such as fast fading, which occurs due to multipath components. In this case, those multipath components appear especially due to the high reflectivity (great amount of metallic content) and diffraction (many obstacles). The distance dependence is also visible, as the received power level decreases as the distance from the antenna increases. Furthermore, comparing the 3 linear graphs at different heights, lower power level is visible at height 0.7 meters, particularly in the central area of the car and behind the position of the transmitter. It is mainly due to the absorption caused by the dashboard.

As can be seen in the estimations of received power level (Figure 3.32 and Figure 3.33), both topology and morphology affect the expected value, which depends on the location within the scenario. This variability of the received power value impacts directly on the deployment of wireless nodes within the car, as the coverage radius could be affected. Thus, the link balance also varies, modifying the required current consumption for the transceiver to operate. In Figure 3.34 an estimation of the extra current consumption that the transmitting transceiver will suffer as a function of receiver mote location is shown. The same link balance has been maintained between the transmitter and each point within the scenario in order to calculate the required extra transmitted power. This value will depend mainly on the received power in each point. The calculated increase on the transmitted power leads to the increase of the transmitter current consumption, which is what is shown in Figure 3.34. The two current consumption maps depicted correspond to the received power planes shown in Figure 3.32, but only the part that covers the car is shown (the schematic below the graph shows the upper cut of the car). In general, the current consumption within the car does not increase significantly and is not strongly dependent on the location, as usually happens in other bigger scenarios [Gil15]. That is because enough signal level reaches almost all points within the car due to the short distances and the great number of reflections.
Figure 3.34. Estimated extra current consumption vs. position for different cutting planes at different heights: (a) 1 m, and (b) 1.2 m.

Due to the expected big impact of the multipath propagation inside the car, a more detailed analysis of such phenomenon is presented, since it is a key issue in the study of radio propagation in this kind of scenarios. As previously said, the scenario is a highly reflective environment where a high amount of reflections are produced due to
the metallic parts of the car body. This reflection quantity increases the probability that rays have of crossing the same observation point. In order to analyze this phenomenon, Power Delay estimations obtained by the 3D Ray Launching algorithm are presented in this section. A Power Delay profile shows the power level and arrival time of each ray that crosses a single point (cuboid) in the scenario. In Figure 3.35 two Power Delay profiles for two different points can be seen. These two points have been chosen to show the differences that can be found in the same scenario due to the effect that obstacles (e.g. seats) have in the radio propagation. The red dotted profile (Figure 3.35a) represents a point situated on the co-driver seat, which receives a lot of rays with a high power level. On the other hand, blue dotted graph (Figure 3.35b) represents the Power Delay for a point situated behind the co-driver seat, which receives less multipath components and with lower power level.
As can be seen in Figure 3.35, the point situated on the seat receives significantly higher amount of rays and with higher power level than the point situated behind the seat. This result is expected because the point behind the seat is crossed by fewer rays as the driver and co-driver seats themselves behave as absorptive objects. Therefore, a considerable amount of emitted energy is lost, decreasing the number of rays which can reach the point behind the seats. Despite this, the number of rays reaching the point behind the seat is also high due to the general reflective characteristic of this kind of scenarios.

In order to have a better understanding of the global performance of the multipath propagation inside the car, in Figure 3.36 Delay Spread graphs are depicted for the same 2 different height planes used so far (1m and 1.2m). The Delay Spread is the elapsed time between the

![Power Delay Graph behind the co-driver seat](image)

**Figure 3.35.** Power Delay comparison between two different points within the car, (a) on the co-driver seat and (b) behind the co-driver seat.
arrival of the first and the last ray, for a single defined cuboid in the scenario. Thus, the strong dependence between the observation point and received multipath components given by the complex morphology of the car environment can be clearly seen. Specifically, in these graphs, the effect that the metallic car body has can be observed, since the Delay Spread values within the car body are much higher than the values just outside, due to the reflections caused by the metallic elements, which make the signal remain inside. The noticeable difference between two heights is also expected, since at 1 meter, apart from the height in which the transmitter antenna has been placed and hence the number of reflections will be higher due to the higher power level of the rays, there are more obstacles and metallic elements producing reflections and diffraction than at 1.2 meter height. So some rays will be received later than at height 1.2m, where a significant amount of power (i.e. rays) will be lost through the windows.
As in previous sections of this work, an experimental setup has been set with the aim of validating the simulation results obtained in the car. The scenario where the measurements have been performed is presented in Figure 3.37. It is located in one of the car parks at the Public University of Navarre. The car is a Peugeot 406, i.e., the model in which the 3D Ray Launching car model is based. All the measurements presented in this section have been taken without persons inside the car, with the engine off and taking maximum care to have car-free surroundings in order to avoid possible interferences due to reflections from objects around the car. As said, ZigBee technology has been chosen for emulating a WSN. Specifically, the wireless devices used for the measurements have been the XBee Pro motes from Digi International Inc, shown in Figure 3.38. These wireless communication devices operate in the unlicensed ISM 2.4 GHz band and the whip antenna mounted on it has an omnidirectional diagram with an average gain of 1.5 dBi, which has been taken into account to calibrate the measured values. For transmitting and processing received data, the motes have been connected to a PC via USB cable after being plugged into an XBee explorer unit.
Figure 3.37. The scenario where the measurements have been taken. Notice that there is not any other vehicle or obstacle near the car.

Figure 3.38. The ZigBee mote used for ZigBee wireless communications inside the car.
Two different measurement campaigns have been carried out. In first place, the radio propagation inside the car has been characterized setting a transmitting ZigBee mote on the dashboard, at the point indicated in Figure 3.30. Then, the points numbered from 1 to 6 in the same figure indicate the measurement points (seats and the tray on the back side of the car), where the received power level has been measured by means of a N9912 Field Fox spectrum analyzer of Agilent. The omnidirectional antenna coupled to the analyzer operates at ISM 2.4 GHz band and has a gain of 5 dBi. The parameters of the transmitting ZigBee mote can be seen in Table 3.4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>2.41 GHz</td>
</tr>
<tr>
<td></td>
<td>(ZigBee channel 12)</td>
</tr>
<tr>
<td>Transmitted power</td>
<td>18 dBi</td>
</tr>
<tr>
<td></td>
<td>(max. default value)</td>
</tr>
<tr>
<td>Antenna type</td>
<td>Monopole</td>
</tr>
<tr>
<td>Measurement time</td>
<td>5 minutes</td>
</tr>
</tbody>
</table>

Table 3.4. Configuration of the parameters of the XBee Pro wireless devices to measure the received power level inside the car.

The obtained received power measurements in the mentioned measurement points can be seen in Figure 3.39. The 3D Ray Launching simulation results are also shown, for an easier comparison with the measurements. It can be clearly seen that a very good agreement between the simulation results and the measurements has been obtained. The resulting error mean for those measurement points is 0.08 dBm, a very low error that indicates that the proposed in-house 3D Ray Launching simulation method works properly, validating the simulation results obtained and shown in this work for this kind of scenario.
Once the received power level for different positions within the car has been measured and the simulation method has been validated, the second measurement campaign has been performed. The aim of these new measurements is to deepen the analysis of the radio propagation in a highly complex indoor environment such as the car. For that purpose, the quality of the ZigBee channel has been measured. Specifically, the value of PER (Packet Error Rate) has been used as quality parameter, which indicates the percentage of transmitted packets that has been lost and do not reach properly the receiver. The position of the transmitter and the measurement points have been the same as in the first measurement campaign. But in this case, instead of the spectrum analyzer, another XBee Pro mote has been placed on the measurement points in order to create ZigBee radio links. Table 3.5 shows the configuration of the wireless mote’s parameters used for measuring the PER. Notice that ACK options have been disabled to avoid packet retransmissions and the transmitted power level has been reduced to the minimum default value in order to analyze the worst case, in which the lost packet quantity will be the highest. It is worth

![Figure 3.39. Received power measurements and simulation results within the car for the positions shown in Figure 3.30.](image)

Figure 3.39. Received power measurements and simulation results within the car for the positions shown in Figure 3.30.
noting that 10 dBm is the lowest transmitted power level for these particular devices, but it is the highest transmitted power allowed by European legislation for this kind of wireless communications at 2.4 GHz ISM band. The PER value has been calculated transmitting 100,000 packets. Two in-house developed applications based on Java, one for the transmitter and the other for the receiver, have been used in order to configure easily the parameters shown in Table 3.5, as well as to calculate the PER by reading the sequence number of the received packets.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>2.41 GHz (ZigBee channel 12)</td>
</tr>
<tr>
<td>Transmitted power</td>
<td>10 dBm (min. default value)</td>
</tr>
<tr>
<td>Transmitted packets</td>
<td>100,000</td>
</tr>
</tbody>
</table>

Table 3.5. Configuration of the parameters of the XBee Pro wireless devices to measure the ZigBee radio link quality inside the car.

The measured values of PER are shown in Figure 3.40. As can be seen, the values are very low, so the number of lost packets is very low too. This is as expected, since although the environment is very complex with a high number of multipath components, the size of the scenario is very small and the received power level within the car is enough to have a good channel quality. It is worth noting that the PER depends strongly on the received power level (but not exclusively), as can be seen in the measurement point 3, where in Figure 3.39 receives the lowest power level and in Figure 3.40 has the highest PER value. So, taking into account that the measured PER results have been obtained with the ACK option disabled, it can be concluded that no channel quality problems in terms of packet losses would be within this kind of scenarios. Furthermore, PER could be improved activating ACK options.
Figure 3.40. ZigBee wireless channel quality measurements within the car for the configuration shown in Figure 3.30.

Summarizing, the characterization of ZigBee wireless propagation inside a car has been analyzed by means of the in-house developed 3D Ray Launching simulations and measurements. Inherently, cars are complex indoor scenarios due to the small size, the large amount of metallic elements that can be found (mainly the bodywork) and the high density of obstacles. The high percentage of occupied space due to the great number of obstacles generates phenomena as absorption as well as diffraction. The metallic elements within the car, especially the bodywork, makes the environment highly reflective, generating great number of multipath components, as can be seen in Power Delay Profiles and Delay Spread results.

Although the received power level is high enough to assure good channel quality in most points within the car, as shown in current consumption estimations as well as in PER measurements (note that ACK option was disabled), the great number of multipath components generates points within the car where the received power is lower. Therefore, there are points where the PER could be significantly higher, especially taking into account that the highest power level permitted by
the ZigBee motes has been used in this study. The low error between the simulation results and measurements (0.08 dBm) validates the deterministic 3D Ray Launching technique used in this work, making it adequate for radio planning analysis with the aim of deploying ZigBee-based WSNs within common cars. Results also show that ZigBee is a viable technology for successfully deploying intra-car wireless sensor networks.

Once the intra-car environment has been analyzed, now a bigger and more complex intra-vehicle scenario is presented: a train’s passenger wagon, which is an interesting scenario since high-speed trains are developing rapidly with the growing demand for fast and safe transportation, leading to an increase in the number of users of this type of transportation. In addition, mobile services have experienced a tremendous growth, from traditional voice services, to mobile office and interactive services, such as online gaming or social networking. In the near future, railway systems will be integrated within the framework of Smart Cities, to achieve a safe, accurate and efficient transportation system.

Traditionally, railway communications have relied on mobile networks, such as PLMN based on GSM/UMTS networks [Web94][Abr00], or more specifically for the railway sector, GSM-R system to provide narrow band service, usually relying on base stations deployed in the vicinity of the railroad tracks. However, in the new high-speed trains, due to their design, larger penetration losses occur. Hence, an additional node should be introduced and the assessment of the signal propagation between the base station to the node (outdoor part) and node to terminal (indoor part) are needed. On-board networks implemented in trains integrating both the control and the entertainment information using the Ethernet protocol have been analyzed and results have shown that such a shared infrastructure is a practical solution while guaranteeing correct performance [Azi08][Has08][Cla11]. Moreover, with the increased demand for railway services, wireless sensor networks are widely used in this sector, for multiple functions, such as the control of railway tracks and
irregularities, the detection of abandoned objects in railway stations or secure railway operations [Sha07][Gao11][Fla10][Gru09].

With the aim of enhancing the performance of these applications, the assessment of radio wave propagation within the indoor environment of a train wagon is compulsory. Different simulation methods can be found in the literature to obtain propagation estimations and characterization of the radio channel for intra-vehicle communications. Typically, statistical characterization of the radio channel has been obtained performing measurements within vehicles, such as the previously mentioned works for intra-car environments [Bel09][Tsu09]. Besides, the statistical characterization has been also made for a commercial aircraft cabin [Dia04][Mat08][Mor08][Skr11] and trains [Don10]. Again, we know that these methods usually define a simple and not highly accurate radio channel, with low computational cost but limited accuracy. And in order to improve strongly the accuracy of the estimated values, a deterministic method such as the presented 3D Ray Launching algorithm is required, which in addition to the accurate results, the computational cost will be much lower than that offered by the common deterministic methods.

Following, an in-depth propagation study within a railway wagon train is presented, emulating an operating Wireless Sensor Network (WSN). This is an important task due to the occurrence of significant multipath propagation in this type of environments because of the major metallic mass of the vehicles. In [Sal14], a proposal of communication architecture to provide ubiquitous connectivity needed to enhance the smart train concept is presented. It combines an intra-wagon communication system based on nomadic devices connected through a Bluetooth Piconet Network with a highly innovative train-to-ground communication system. The difference with the work presented here is that the following study is focused in the intra-wagon communication, showing an in-depth analysis of the electromagnetic waves behavior which is necessary before the deployment of a WSN within the train. Specifically, this work pursues characterizing the effect of radio propagation phenomena in on-board transceivers in order to assess the impact of the morphology of the train as well as the topology
of the wireless system, in order to optimize system performance. The appropriate election of the emplacement of the devices, the RF frequency to use and the optimal selection of the topology of the WSN may provide better results on communication efficiency, reduce interference and therefore minimize the energy consumption of the nodes.

The simulation scenario that has been implemented corresponds to the indoor of a real passenger wagon, built for railway operator Euskotren by the company CAF. A view of the wagon under consideration can be seen in Figure 3.41a and the wagon model developed for the simulation with the 3D Ray Launching code is depicted in Figure 3.41b. Figure 3.41c shows the schematic view of the whole indoor wagon train implemented for simulation (ceiling and a side wall have not been shown for a better illustration of the inside).

For the radio propagation study within the scenario, a transmitting antenna has been placed at coordinates (X=3m, Y=1.24m, Z=1.1m), which correspond to the point with the text ‘TX’ in Figure 3.41c. The frequencies under analysis have been 2.43GHz and 868MHz, since they fall into the most common frequency bands used for the deployment of WSN within indoor environments. The created wagon model was furnished with metallic floors and walls, and rows of seats with a polycarbonate base. The material parameters (as given by the train manufacturer) used in the model are defined in Table 3.6, where both operating frequencies have been taken into account. The simulation parameters are shown in Table 3.7. The cuboids resolution and the number of reflections have been set to 10cm and 5 respectively, in order to balance accuracy and simulation time.
Figure 3.41. (a) Real passenger wagon, (b) 3D Ray Launching simulation scenario, (c) Schematic view of the whole indoor wagon train.

<table>
<thead>
<tr>
<th>Material</th>
<th>Permittivity ($\varepsilon_r$)</th>
<th>Conductivity ($\sigma$) [S/m]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>868 MHz</td>
<td>2.4 GHz</td>
</tr>
<tr>
<td>Air</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Polycarbonate</td>
<td>3.2</td>
<td>3</td>
</tr>
<tr>
<td>Glass</td>
<td>5.5</td>
<td>6.06</td>
</tr>
<tr>
<td>Aluminum</td>
<td>4</td>
<td>4.5</td>
</tr>
</tbody>
</table>

Table 3.6. Electromagnetic properties of the main materials used in the wagon model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>2.43 GHz</td>
</tr>
<tr>
<td>868 MHz</td>
<td></td>
</tr>
<tr>
<td>Vertical and Horizontal angular resolution</td>
<td>1º</td>
</tr>
<tr>
<td>Transmitted Power</td>
<td>-10 dBm</td>
</tr>
<tr>
<td>Cuboids size</td>
<td>10cm $\times$10cm $\times$10cm</td>
</tr>
<tr>
<td>Permitted reflections</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 3.7. Parameters for the 3D Ray Launching simulations.
Figure 3.42 shows the received power simulation results obtained by means of the 3D Ray Launching algorithm for the received power for both frequencies. The figure represents a 2-D longitudinal cut plane at 1.36 meters height, although simulation results have been obtained for the whole volume of the scenario. In both figures how the spatial distribution of power is strongly dependent on the observation point can be seen, which stresses the strong influence of the morphology of the scenario under analysis. Elements such as passenger seats produce power absorption as well as scattering, leading to increased losses. It can be also seen that the use of a lower frequency band (868MHz) leads to less propagation losses, as expected.

![Figure 3.42. Received power distribution within the wagon train at 1.36 meters height for frequencies 2.43GHz and 868MHz.](image)

In order to gain insight into the influence that the morphology of the scenario has in radio wave propagation, Figure 3.43 shows different zones, delimited by the estimated mean received power, for 2.43GHz frequency. It can be seen that the values of the mean received power depend strongly on the morphology of the wagon train and the position of the transmitter itself. In Table 3.8 the mean power with the standard deviation of each zone are shown. In addition, the obstacle density of the zones is also given. It is observed that the obstacle density has a great influence on the received power, but the size of the area for a specific zone has to be taken into account, as can be seen if zone I and zone VI are compared.
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Figure 3.43. Estimated received power divided by zones for 1.36 meters height at 2.43GHz frequency.

<table>
<thead>
<tr>
<th>Zone</th>
<th>Area (m²)</th>
<th>Mean Power (dBm)</th>
<th>Standard deviation (dB)</th>
<th>Obstacles Density (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>4.712</td>
<td>-61.51</td>
<td>7.89</td>
<td>14.4</td>
</tr>
<tr>
<td>II</td>
<td>5.456</td>
<td>-46.33</td>
<td>2.54</td>
<td>0.54</td>
</tr>
<tr>
<td>III</td>
<td>2.280</td>
<td>-57.88</td>
<td>3.08</td>
<td>1.75</td>
</tr>
<tr>
<td>IV</td>
<td>6.480</td>
<td>-69.62</td>
<td>1.98</td>
<td>4.32</td>
</tr>
<tr>
<td>V</td>
<td>6.480</td>
<td>-68.94</td>
<td>1.97</td>
<td>4.32</td>
</tr>
<tr>
<td>VI</td>
<td>12.31</td>
<td>-82.51</td>
<td>6.26</td>
<td>10.19</td>
</tr>
</tbody>
</table>

Table 3.8. Simulation results divided by zones.

From these results, it is deducted that received power in different points of this kind of scenarios depends greatly on the position of the transmitter, the obstacle density of the different zones and the different material properties of the obstacles. All these issues are taken into account by the 3D Ray Launching simulation tool, which provides accurate results for such environments where the multipath propagation has a great impact on the RF power distribution. In order to illustrate the impact of the multipath propagation within the scenario under analysis, the Power Delay Profile at a central location (X=6.3m, Y=1.38m, Z=1.1m) has been obtained and shown in Figure 3.44. As can be seen, there are a large number of echoes in the scenario.
in a time span of 12 to 33 ns. But it is worth noting that many of them reach the receiver point with a power level lower than -100 dBm, which is a typical sensitivity value of motes operating at 2.4GHz band. Time dispersion varies widely in a mobile radio channel depending on the geometrical position relationships among the transmitter, the receiver and the surrounding physical environment. Due to this fact, another parameter that can grossly quantify the multipath channel is the delay spread, which shows the effects of dispersion and is depicted in Figure 3.45 for the passenger wagon environment. The delay spread has been defined as the time delay between the first and the last ray which arrives to each spatial point. It has been calculated using as threshold the noise floor, with a value of -120dBm. In addition, in Figure 3.45 two Power Delay Profiles are shown as an example, where the difference effect of the multipath propagation on different zones of the wagon can be clearly seen. In this specific case, multipath propagation has a greater impact in the surroundings of the transmitter antenna due to the morphology of the scenario and the distribution of the obstacles.

Figure 3.44. Power Delay Profile at a given cuboid, located at the center of the wagon (X=6.3m, Y=1.38m, Z=1.1m) for 2.43GHz frequency.
In order to assess the deployment of WSNs in this complex indoor environment, the potential deployment of two different wireless communication modules have been studied. Specifically, ZigBee-based technology has been evaluated again by means of XBee Pro and XBee motes from Digi International. The differences between them are mainly the sensitivity and the larger transmitted power of the XBee Pro. For this study, the considered transmitted power level has been set to the minimum default value of the XBee Pro (i.e. 10dBm), which also is the maximum default value of the XBee motes. Besides, this is the maximum power level allowed for this kind of narrow band communications in Europe at ISM 2.4GHz band. Figure 3.46 shows the linear distributions of received power (called ‘Radials’) along the X-axis for two different values of Y-axis. Figure 3.46a shows the results for a height of 0.4m and Figure 3.46b for a height of 1.36m. Additionally, the sensitivity of the XBee Pro (-100dBm) and XBee (-92dBm) modules is represented by a dashed red line and a green dashed line respectively. It can be seen that there are some points where the received power falls below the sensitivity level, which means that there are locations within the wagon where the communications between these motes will not be
possible. These results show that a radio planning is mandatory if ZigBee-based communication systems are to be deployed within common passenger train wagons.

Figure 3.46. Comparison of received power vs. linear distance for XBee Pro and XBee modules along the X-axis: (a) 0.4m height (b) 1.36m height.
Thus far in this analysis of radio propagation within a passenger wagon, the simulations have been made without the presence of persons. But in a real scenario, the most common scenario is when people are within the wagon. Therefore, in order to characterize the radio channel more realistically, it is important to consider the impact of human beings within the train. In this regard, simulations of a walking human have been done using a phantom created with an animation software package for 2.45GHz communications [Nec10]. However, accurate results regarding the effect of a human body will require full wave simulations (e.g. by means of software such as CST Microwave Studio), but taking into account that in this case the persons are within a complex environment, an enormous computational cost would be necessary for simulating the whole scenarios. Trying to solve this issue, in [Hal12] a method that allows modeling separately propagation around the body and in the environment is proposed. The approach considers that there are three components of the average received power: power of the strongest or direct ray, average power delivered by the multipath components propagating around the body itself and the average power scattered from the objects in the environments surrounding the body. This assumes that scattering from the body and scattering from objects in the environment are independent from each other. Thus, the parameters regarding scattering of the body can be measured on a person in an anechoic environment or simulated on a human body model in isolation and the parameters with regard to the multipath propagation in the environment can be obtained by 3D Ray Launching simulation excluding the body itself. This approach greatly simplifies the calculations. Following this, in [Agu12] a human body model was created specifically for the 3D Ray Launching code used in this work, which includes the dispersive nature of materials’ parameters of internal organs, skin, muscle and bones, and emulates satisfactorily the influence of human beings in RF power distribution in complete volumes of different scenarios.

Therefore, this human model has been included in the wagon scenario in order to assess the impact of the presence of human being in
this kind of scenarios. As the number of persons within the wagon is expected to have a different impact on the radio propagation, three different cases of human being occupation have been considered: 90.3%, 45.16% and 22.5%, which correspond to 56, 28 and 14 persons respectively. These three cases are represented in Figure 3.47. The comparison of path loss between these three cases and the empty wagon has been done and Table 3.9 shows the mean additional path loss for the three cases. As expected, the losses are higher when the wagon is full of people. Although the presence of people leads to additional mean path losses, the morphology of the scenario changes and hence, the multipath propagation is also affected, giving different received power patterns such as the linear path representation shown in Figure 3.48, where the comparison between the four cases for \( Y=0.6\)m (along X-axis) at a height of 1.36 meters is depicted. The graph shows how the trend of the estimated received power is the same, but there are specific points with significant differences among the cases under analysis. This proves that the presence of human being within this kind of scenarios can be a key issue to take into account for an adequate WSN deployment.
Figure 3.47. Different cases of human being occupation within the wagon: (a) 90.3% (b) 45.16% (c) 22.5%.

<table>
<thead>
<tr>
<th>Occupation (%)</th>
<th>Additional Mean Path Loss (dB)</th>
<th>Standard Deviation (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>90.3</td>
<td>12.98</td>
<td>5.79</td>
</tr>
<tr>
<td>45.16</td>
<td>10.62</td>
<td>5.06</td>
</tr>
<tr>
<td>22.5</td>
<td>9.21</td>
<td>3.62</td>
</tr>
</tbody>
</table>

Table 3.9. Additional Mean Path Loss for different human being occupation within the wagon.

Figure 3.48. Estimated received power vs. linear distance along the X-axis, for Y=0.6m and Z=1.36m, for different human being presence within the wagon.
As it has been done so far in order to validate the 3D Ray Launching predictions, measurements in a real passenger wagon have been performed. For this purpose a passenger wagon of EuskoTren railroad operator from the train manufacturer CAF has been employed for the experimental set up (see Figure 3.41a). RF propagation measurements have been done within the wagon with the aid of a signal generator (Agilent N1996A), a spectrum analyzer (Agilent N9912 FieldFox), and a set of antennas for the 2.43GHz and 868MHz frequency bands (ECOM5-2400 from RS for 2.43GHz and FLEXI-SMA90-868 from RF Solutions at 868MHz, both with an omnidirectional radiation pattern, linear polarization and 5dBi gain). The transmitter antenna has been placed at the coordinates (X=3m, Y=1.24m, Z=1.1m) represented in Figure 3.41c and the transmitted power level has been set to -10dBm. Besides the transmitter location, Figure 3.41c also shows the measurement points (1.36m height) along the passenger wagon, organized in three rows. The comparison between simulation results and measurements for both frequencies of operation is shown in Figure 3.49. The obtained mean error for 2.43GHz frequency is 0.59dB with a standard deviation of 2.08dB, whereas for 868MHz the mean error is 0.99dB with a standard deviation of 1.73dB. The obtained results exhibit good agreement and validate the 3D Ray Launching simulation results for this kind of scenarios.

![Figure 3.49. Comparison between simulations and measurements for 2.43 GHz (top) and 868 MHz (bottom) frequencies.](image-url)
3.2.4 Sport environments

Another interesting field of application for WSNs is sport. Nowadays there are a lot of sports practiced around the world, and many of them practiced by professional athletes, sportsmen and sportswomen. Although sports have a great impact and presence in our daily life, in general there is a lack of technological application in most of them, especially regarding WSNs and the possibilities that these wireless technologies provide. With the aim of bringing WSNs closer to sport activities, the in-house 3D Ray Launching tool has been used in different sport environments in order to analyze the radio propagation and the viability of deploying WSNs within them.

The first sport environments under analysis have been Judo venues, which can be extended to many other sports, as they are practiced in very similar scenarios, usually small gyms. Judo venues have been chosen due to the morphological characteristics of the venues, which are similar to the typical indoor scenarios analyzed by the 3D Ray Launching tool (office and home), mainly in terms of size. Besides, Judo is one of the most popular martial arts. Originally developed in Japan in the late 19th century by Jigoro Kano, the practice of Judo has become popular all around the world. Judo became an Olympic sport in the 1964 Tokyo games, with active worldwide competitions being held under the auspices of the International Judo Federation (IJF), which is
subdivided in 5 different Judo Federations around the world. The practice of Judo has been widely adopted, not only at competition level but also as part of the physical education programs at different school levels. Judo is considered mainly a body contact sport, in which two different modalities are developed. On one hand, the technical part also known as kata, in which different techniques and movements are evaluated, and on the other hand, the combat modality, called randori. In both cases, a key aspect is the postures (with a wide range of different postures and with competition scenarios at a standing level as well as floor level) and the way contact between opponents is produced. In this sense, the IJF gives assistance and guidelines for the organizers of international competitions.

Following IJF rules, the environments where Judo competitions are held are complex indoor scenarios in terms of radio propagation, as some competition venues have large spectator capacity, multiple competition areas, furniture, and other facilities. Specifically, for holding International competitions, the competition venue has to have room at least for 10,000 spectators, 4 or 5 competition areas, warming up area with minimum 600 m², and the following services and materials must be provided for each competition area: two electronic scoreboards plus one manual, a table for at least 10 people and a smaller table for the check-in and control of Judokas. In addition, a central table for a Jury is needed, with a wireless microphone system connected to the public address system for use only by referees, as well as an audio-visual information system to spectators, where the information about the Judokas and the results of the combats is shown. Apart from the complexity of the morphology of the environment itself, the deployed wireless systems as wireless microphones, WiFi networks, referees’ headphones, wireless systems deployed to be used by the media and the huge quantity of portable personal devices that can be found within a crowded venue can make it a very complex task in terms of interference and coexistence. On the other hand, training venues are usually less complex than competition venues in terms of interferences, as they are smaller, the presence of people is much lower and there are less operating wireless communication systems. But they
still have the inherent complexity of indoor scenarios in terms of radio propagation.

In the literature, some WSN-related works for large sport venues can be found, as the development of wireless video services [Xua06] or the design of wireless environmental monitoring system based on ZigBee for stadiums [Che11]. But there is a neediness of in-depth radio planning studies for both large (competition venue) and smaller (training venue) sport environments. Furthermore, taking into account that wearable sensors for monitoring sport performance, training improvement and coaching support have been already developed [Chi05][Hei06][Che08][Zhi13][Pin13]. In the same way, specific wireless-based applications for different sports have been also presented in the literature, as movement activity monitoring for sprinters [Kuz12], investigating arm symmetry for swimmers [Sta12], real-time swimmers monitoring to extract stroke information [Cha13], effort control systems [Val13], tracking hip angles for cyclists [Coc14], detecting of illegal race walking [Lee13] and various general monitoring systems [Val10][Row12][Rod13]. But there are very few that deal with wireless-based applications on martial arts or contact sports [Wad13][Amb13]. Specifically for Judo environments, there is no reported work about radio planning analysis or development of applications.

In this work, the characterization of the radio propagation in a real Judo environment for the purpose of developing potential wireless-based applications is presented. ZigBee-based XBee Pro modules operating at ISM 2.4 GHz have been used to emulate a WSN operating within Judo environment, since ZigBee technology has been previously used for other sport monitoring systems [Zul12][Min12]. For the purpose of analyzing this kind of environments, the analyzed real Judo scenario has been simulated by means of the 3D Ray Launching tool, and radio propagation and wireless channel quality measurements have been taken. The following analysis can aid in the optimal wireless network deployment, making the use of WSNs attractive for multiple applications in Judo environments, as monitoring vital signs [Miy13], coaching support, anti-doping control, combat monitoring, Judoka
identification or helping referees (e.g. providing information of a forbidden gripping or when diving head first onto the mat, which is severely sanctioned).

As the goal of this work is to study the feasibility of deploying ZigBee-based WSNs within Judo environments with the aim of implementing useful and novel applications, obtaining realistic radio propagation data within this type of environments is mandatory. For that purpose, a Judo training venue with a competition-size contest area has been chosen to carry out the measurement campaign. Thus, besides a real Judo training venue is analyzed, an approximation to an international competition-size scenario can be studied as the tatami complies with the dimensions specified by the IJF for contest areas for international competitions (10m × 10m). This scenario is located in the facilities of Judo Klub Erice, a local Judo club from Navarre. The dimensions of the whole scenario are 15m (long) × 15m (wide) × 8m (height) and it has a typical morphology of a training venue, as it contains concrete walls, windows, a mirror, parquet flooring and some furniture elements as wooden gym espalier and table, metallic locker and a fire extinguisher inside a metallic box with methacrylate cover. Although most of the scenario is air, the existing furniture and the presence of people make it a complex indoor scenario in terms of radio propagation. Figure 3.50 shows a picture of the real scenario where the measurements have been taken and the schematic scenario created for the later 3D Ray Launching simulations, which represents the real Judo training venue.
Figure 3.50. Scenario under analysis, (a) real picture, and (b) upper view of the created scenario for 3D Ray Launching simulations.
In order to characterize the radio propagation within the scenario, different measurements have been taken, firstly without and then with the presence of a Judoka on the tatami. The measurements without people on the tatami will give valuable information about the behavior of the radiated electromagnetic waves at the operating frequency band (ISM 2.4 GHz) within Judo environments and they will be used to validate the simulation results. The subsequent measurements with a Judoka on the tatami will give more realistic data since most of the potential applications involving the practice of Judo will presumably include persons.

For the setup of the measurements, a single transmitter and a receiver have been deployed. Due to the performance in terms of power consumption and spectrum availability, IEEE 802.15.4 based XBee Pro ZigBee modules with chip antenna (gain of -1.2 dBi) have been used to act as transmitter. For the measurements without the presence of a Judoka on the tatami, and unlike the receiver, which remains in the same place, the position of the transmitter has been changed in order to cover the perimeter of the tatami. These transmitter positions are represented in Figure 3.50b by red text (TX) and a number. In addition, these chosen transmitter locations can emulate a potential application: by placing pressure sensors throughout the perimeter of the competition area [Maz12][Abd12], a wireless message could be sent to the referee’s table to know if a Judoka is inside or outside the competition area, which is decisive data in many occasions in order to validate a Judoka’s movement and award it with points or the win of the combat. Figure 3.51 shows an XBee Pro module deployed on the tatami. The transmission power level has been set to the maximum predefined value (18 dBm), transmitting continuously, without time interval between packets. All the measurements have been carried out statically, with the wireless motes connected to a laptop for charging as well as for data processing duties (e.g. PER data acquisition). The frequency of operation has been set to 2.41 GHz, which corresponds to ZigBee channel number 12 (the lowest channel allowed by this modules). The election of the frequency channel is given by the fact that possible WiFi interferences are wanted to be
avoided. As a receiver, an omnidirectional antenna with 5 dBi gain, connected to a portable spectrum analyzer (Agilent N9912 Field Fox) has been used. Looking at Figure 3.50b again, the red point in the bottom side of the schematic representation of the scenario represents the receiver device, which has been placed on a 0.75m height table, emulating the referees’ table with a wireless node receiving the information from the environment or from the Judoka on the tatami (e.g. vital signs during training sessions).

![Figure 3.51. XBee Pro module deployed on the tatami.](image)

The measured power levels at the receiver position for each of the mentioned 6 different positions of the transmitter along the perimeter of the tatami are shown in Figure 3.52. Thus, the radio propagation from different distances can be analyzed. As can be seen in the obtained values, the distance between the transmitter and the receiver has an important impact on the received power, as expected. But it can be also seen how in some cases more power from further points (e.g. point TX4 versus point TX3) is received. This is mainly due to the multipath propagation, even more important taking into account the height difference between transmitter and receiver, which can lead to a NLOS link.
As it is previously stated, the Judokas will be involved in the most interesting potential Judo applications. Therefore, a second measurement campaign has been carried out with the presence of a Judoka. The Judoka has been placed in the middle of the tatami, facing the receiver point. Like in the previous measurements, the receiver is placed at the same position and it has not been moved. On the other hand, the XBee Pro transmitter has been placed at different parts of the Judoka’s body (chest, back, knee and arm), fixed as seen in Figure 3.52. The motes have been configured as in the previous measurements. It is worth noting that all the measurements have been taken using two different Judogis (jacket, trousers and belt) approved by IJF, in order to make them as close as possible to a realistic high level Judo environment. Figure 3.53 shows the obtained power level values at the receiver location. As can be seen, the position of the transmitter mote on the body has a big impact in the received power level, which could be given by the fact that the receiver is placed on a table at a different height comparing to the transmitter. Note how a significant attenuation appears when the human body is between the transmitter and the receiver (transmitter on the back).

Figure 3.51. Received power level for the 6 different transmitter positions.
Figure 3.52. XBee Pro module on the Judoka’s approved Judogi (a) on the knee, (b) on the arm.

Figure 3.53. Received power level for different transmitter positions on the Judoka.

Additionally, wireless channel quality measurements have been taken in order to study if the deployed ZigBee-based communication system between a Judoka/tatami and the referees’ table is indeed
feasible. For that purpose, a wireless link has been created between the Judoka/tatami and the table with the aid of two XBee Pro modules. On one hand, the transmitter has been placed on different parts of the Judoka’s body, standing as well as lying in the center of the tatami (since during Judo combats there are both standing and ground actions). In Figure 3.54 the transmitter position configurations on the Judoka can be seen, where the red dots represent the XBee Pro modules. On the other hand, the same transmitter positions indicated in Figure 3.50b have been used for the tatami-to-table measurements. The receiver position is also the same as in the previous measurements (Figure 3.50b). All the measurements have been carried out with only one transmitter operating at the same time.

Figure 3.54. Transmitter positions (red dots) for PER measurements on standing Judoka (a) and on lying Judoka (b).
The parameter chosen for the analysis of the wireless channel quality has been the PER (Packet Error Rate), which gives the percentage of the lost packets during the transmission of a fixed packet value. In this case, 100,000 packets have been transmitted in each PER measurement. The parameters of the XBee motes have been defined like in the previous radio propagation analysis. The transmission has been done without ACK (Acknowledgment) packets. In Figure 3.55 the obtained PER values for the tatami-to-table communication links are shown. Although the PER value varies depending on the position of the transmitter, this variation is very small. Besides, all PER values are very low, i.e. few packets are lost. The standard deviation for each measurement point is also shown, which is also very low, namely 0.02% in terms of PER. This means that the PER variation is strongly dependent with the position of the transmitter but constant in a static scenario. Similar results can be deduced for the case with the transmitters placed on the Judoka’s body. In Figure 3.56 and Figure 3.57 measured PER values for standing and lying Judoka can be seen respectively. In this case, besides the fact that the PER will change depending on the position, other issues affect the transmission, like the difference transmitter position heights or the polarization of the transmitter antennas, which is the opposite for the standing Judoka measurements. For a more in-depth analysis for the motes placed on the Judoka, the effect of the Judogi in the transmission has been analyzed. Specifically, for the standing Judoka, measurements on and under the Judogi for each position have been carried out in order to quantify the PER difference. The results show that it has not great impact and the number of lost packets is still very low (see Figure 3.56). Finally, it is worth noting how the PER value changes when the Judoka is lying faced up on the tatami: comparing with the case of the mote on the chest, significantly more packets are lost when the transmitter is on the Judoka’s back and the body lies over the device (see Figure 3.57). Even so, the PER values remain low. The obtaining of these low PER values is mainly due to the sensitivity level of the XBee Pro modules, which is significantly lower (-100 dBm) than the received power levels at the receiver position (see Figure 3.51 and Figure 3.53).
Figure 3.55. PER values obtained for the transmitter placed on the tatami.

Figure 3.56. PER values obtained for the transmitter placed on a standing Judoka.

Figure 3.57. PER values obtained for the transmitter placed on a lying Judoka.
From the presented channel quality measurements, and taking into account that no ACK mechanism has been used, which will significantly improve the overall performance of the wireless transmission reducing the PER values, it can be concluded that a ZigBee-based wireless communication system can be deployed in this kind of indoor environments, since its performance is expected to be good enough for potential applications.

The next step in the analysis is to apply the 3D Ray Launching simulation method in order to study if accurate estimations within Judo environments can be obtained. Following, the simulation results obtained by means of the 3D Ray Launching tool are shown, and their suitability for this study is discussed. Creating a detailed scenario and as close as possible to the real one is very important in order to obtain accurate simulation results. Therefore, besides the real sizes of the elements and distances between them have been taken into account, the constitutive materials of all of the objects within the scenario have been carefully defined. A summary of the properties of the main materials used to define the constitutive elements of the created scenario are shown in Table 3.10.

<table>
<thead>
<tr>
<th>Material</th>
<th>Dielectric constant</th>
<th>Conductivity (S/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wood</td>
<td>2.88</td>
<td>0.21</td>
</tr>
<tr>
<td>Plasterboard</td>
<td>2.02</td>
<td>0.06</td>
</tr>
<tr>
<td>Concrete</td>
<td>25</td>
<td>0.02</td>
</tr>
<tr>
<td>Tatami</td>
<td>4</td>
<td>0.12</td>
</tr>
<tr>
<td>Metallic</td>
<td>4.5</td>
<td>37.8×10^6</td>
</tr>
<tr>
<td>Glass</td>
<td>6.06</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Table 3.10. Main material properties for the created scenario.

The parameters defined for the simulations are shown in Table 3.11, which are equivalent to those of the used ZigBee-based motes.
Table 3.11. 3D Ray Launching simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitted Power Level</td>
<td>18 dBm</td>
</tr>
<tr>
<td>Frequency</td>
<td>2.41 GHz</td>
</tr>
<tr>
<td>Launched Rays resolution</td>
<td>1º</td>
</tr>
<tr>
<td>Cuboids size</td>
<td>10cm×10cm×10cm</td>
</tr>
<tr>
<td>Max. Reflections permitted</td>
<td>5</td>
</tr>
<tr>
<td>Transmitter/Receiver antenna gain</td>
<td>-1.2 dBi / 5 dBi</td>
</tr>
</tbody>
</table>

Firstly, RF power distribution results have been obtained for the whole volume of the scenario. Figure 3.58 shows the obtained received power planes at height 0.75m (i.e. the height of the receiver on the table), when the transmitter is placed on the tatami at the six different positions shown in Figure 3.50b, without the presence of the Judoka. In the same way, Figure 3.59 shows the estimations for the same plane, but for the transmitter placed on the chest and the back of a standing Judoka (facing the receiver) in the center of the tatami. Note that the previously mentioned detailed human body model created in-house has been used for these simulations. As can be noticed, received power level is dependent on the position of both the transmitter and receiver devices. The influence of the human body is also clearly seen: behind the body the shadow effect is noticeable, receiving lower power values than those in front of the human body where the transmitter is placed. Besides, short term variations of the received power level can be seen throughout the scenario, which is the typical effect due mainly to the multipath propagation, which is in most cases the strongest phenomenon in indoor environments.
Figure 3.58. Estimated RF power distribution planes at height 0.75m.
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Figure 3.59. Estimated received power planes at 0.75m for the transmitter placed (a) on the chest, and (b) on the back of a standing Judoka.

In order to see the impact of the commented multipath propagation in this scenario, in Figure 3.60 two power delay profiles obtained from the simulation results at the center of the table are presented. The transmitter positions have been chosen in order to see the different results that can be obtained depending on the position of the transmitter. These positions correspond to TX1 and the back of the Judoka. The sensitivity of the XBee Pro modules (-100 dBm) has been indicated in the graph by a red line in order to see the components which will be taken into account and which ones will not be ‘seen’ by the device. As expected, more components with higher power level reach the table from position TX1 than position on the back of the Judoka, as the distance is shorter and no human body is affecting the propagation. Regarding the complexity of the scenario, it can be clearly seen that different multipath components reach the receiver point, as it is expected since the scenario is indoor. Anyway, due to the size of the scenario and the low density of elements within it, the impact of the multipath propagation is much less important than in the previously analyzed scenarios such as office, home and vehicular environments, where the PDPs show a larger number of multipath components (see Figures 15, 28, 35 and 44).
Figure 3.60. Power delay profiles at the receiver location for the transmitter placed on the tatami at position TX1 and on the back of the Judoka.

In order to validate the obtained simulation results, in Figure 3.61 a comparison between the simulation results and measurements is shown. Note that in Figure 3.61b, the transmitter positions 1, 2, 3 and 4
correspond to Chest, Back, Knee and Arm respectively. As in the previously studied environments, the received power estimations obtained by means of the 3D Ray Launching method are also accurate for this kind of environments. Specifically, the obtained mean error is 0.104 dB, with a standard deviation of 1.61 dB. Therefore, very accurate estimations can be obtained by means of the presented simulation method, validating it for further simulations in this kind of Judo environments.

![Received power comparison](image)

(a)

**Figure 3.61.** Comparison between simulation results and measurements for different transmitter positions, (a) on the tatami, (b) on the Judoka.
Finally, once the simulation results with the presence of a single Judoka have been validated comparing them with measurements, further simulations have been carried out in order to analyze the effect of the presence of two Judokas within the scenario, as Judo combats are played by two Judokas. In Figure 3.62 the scenario with two Judokas in pre-combat position in the center of the Tatami can be seen. Each Judoka has a transmitter placed on their right arm (represented by red dots). The configuration of the wireless motes (transmitters) and the parameters of the 3D Ray Launching algorithm are the same used for previous simulations (see Table 3.10 and Table 3.11). The estimated received power for the plane at height of the receiver device (0.75 m) when both transmitters are transmitting simultaneously is depicted in Figure 3.63. It can be noticed how received power depends strongly on the position of the transmitters, and it can be guessed that the contribution at the received point will be different. In order to see in detail these different contributions, Figure 3.64 shows the Power Delay Profile at receiver point. As expected, it can be clearly seen that the rays of Judoka 1 reached the receiver with higher power level and sooner than the rays emitted by Judoka 2’s transmitter, due mainly to the relative position of each transmitter to the receiver.

![Figure 3.62. Scenario under analysis for two Judokas in the center of the Tatami.](image_url)
Figure 3.63. RF power plane at 0.75m when the transmitters placed on the right arm of each standing Judoka are transmitting simultaneously.

Figure 3.64. Power Delay Profiles at the receiver location for a transmitter placed on the right arm of each Judoka.
Concluding, in this study the influence of Judo environments in the operation of a WSN at ISM 2.4 GHz band has been analyzed by means of an in-house deterministic 3D ray launching algorithm in order to aid in the development of potential monitoring applications. A campaign of measurements in a real Judo training venue has been carried out in order to validate the simulation results. The results show that the topology and morphology of this kind of scenarios have a great impact on the radio propagation and the overall performance of the WSN, due mainly to the effect of multipath propagation, which is the most significant propagation phenomenon in indoor complex scenarios. This leads to the necessity of an in-depth radio planning tool, since the coexistence of the wireless devices of potential applications added to the portable personal devices, the presence of persons itself and other wireless systems such as WiFi networks will make it a very complex task. The high accuracy of the presented in-house 3D ray launching simulation method, including an in-house developed human body model, has been demonstrated, obtaining a mean error of 0.104 dB with a standard deviation of 1.61 dB.

One of the most interesting aspects regarding the radio propagation analysis within sport environments is the study of aquatic sports, due to the difficulties and complexity that the presence of water bring to electromagnetic propagation. As a first approximation to aquatic sports, in this section the radio channel characterization of a wireless communication system between a surfboard and a person (wearable) is evaluated, with the aid of the in-house developed 3D Ray Launching method.

In aquatic environments, researchers have deployed wireless sensor networks above the sea [Jia09][Jam10][Gon12], obtaining environmental monitoring data, and under the sea level developing long distance underwater communications system by using low frequencies [Sen11][Sen12]. More specifically, in the case of surfing, an accelerometer could capture the human body movements and save this information in the surfboard or send it using a wireless link providing real time information to the spectators and sport judges, in the case of
competitions. However, the existence of water surrounding the surfboard must be taken into account in the system analysis, with phenomena such as diffraction, diffuse scattering associated to the rough sea surface and attenuation caused by water absorption taking place. Consequently, many multipath and scattered components can reach the receiver, degrading system operation [Has01][Wes02][Zhu10]. Despite not being a commonly studied topic, in [Bon10] a surfboard full integrated sensor network is presented, enabling sending information of mechanical stress of the board during the activity.

One of the main challenges in aquatic scenarios is the estimation of radio propagation losses in such complex environments. As empirical based estimations will require large measurement sets in order to obtain site specific regressive models and full wave simulation tools require large computational complexity, once more, the 3D Ray Launching algorithm has been used, which provides an adequate tradeoff between precision and computational complexity, particularly for large scenarios. Specifically, the behavior of the radio channel in a surfboard-to-person communication link as well as in a surfboard-to-infrastructure scenario has been analyzed. The simulation parameters employed are shown in Table 3.12.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitted Power Level</td>
<td>10 dBm</td>
</tr>
<tr>
<td>Frequency</td>
<td>2.4 GHz / 868 MHz</td>
</tr>
<tr>
<td>Launched Rays resolution</td>
<td>1°</td>
</tr>
<tr>
<td>Cuboids size</td>
<td>5cm×5cm×5cm</td>
</tr>
<tr>
<td>Max. Reflections permitted</td>
<td>6</td>
</tr>
<tr>
<td>Transmitter/Receiver antenna gain</td>
<td>0.82 dBi / 2 dBi</td>
</tr>
</tbody>
</table>

**Table 3.12.** 3D Ray Launching simulation parameters.

Initially, a test scenario is simulated in order to validate the surfboard model and the human body model (resembling the potential surfer) within the 3D Ray Launching code, verified with measurement
results in the laboratory, which are be shown below. To minimize the influence of walls in the received power estimations and therefore, to obtain more reliable results, a wide scenario (8m x 8m x 4m) has been defined, where one person is placed over a surfboard (Figure 3.65). The surfboard has been modeled as a rectangular polystyrene board, having a size of 1.75m x 0.46m x 0.05m, and which includes a wireless transmitter at 0.11m from the left edge, with a radiation pattern corresponding to a short vertical monopole, being the maximum directivity in the horizontal plane.

![Figure 3.65. Model used in the Ray Launching code and measurement points.](image)

Once the scenario has been implemented, simulation results have been obtained for two different heights: 0.3m and 0.9m from the surfboard, considering two typical surfer positions, the person laying (see Figure 3.66) and standing (see Figure 3.67). The estimation of received power level distribution results are represented for 2.4GHz and 868MHz frequencies, which represent the spectral allocation for a wide range of WSN deployments in different regions of the world. The results show that received power values depend on the distance to emitter, decreasing if the distance is greater, and improving when the frequency is reduced from 2.4GHz to 868MHz. Furthermore, outcomes are much better when the person is standing than lying, because the inclusion of a human body in the channel introduces an element with a high absorption coefficient that attenuate signals quickly.
Further simulation results have been obtained in order to analyze different scenarios. Figure 3.68 shows the differences between the cases of the surfboard placed on water and on a cement floor, when the person is standing on it, for an operating frequency of 2.4GHz. This latter configuration has been employed in order to validate the simulation methodology, which is easily measurable in a laboratory environment.
Figure 3.68. Estimated RF power levels, considering that the surfboard is on water (left) and on concrete (right).

The material under the surfboard has indeed an impact on the radio propagation estimations. In order to gain insight in this issue, in Figure 3.69 the RF power distribution difference between considering freshwater and seawater (medium salinity) at 20ºC of temperature is shown. The receiver node positions correspond to those depicted in Figure 3.65. As can be seen, there are no significant differences for the presented results, which are for a height of 0.3m and 2.4GHz.

Figure 3.69. 3D Ray Launching simulation results depending on water properties.

Furthermore, in order to emulate a true open aquatic environment,
sea surface roughness has been implemented in a larger scenario (with dimensions of 50m x 20m x 10m), considering a potential wireless communication link between the surfer and a receiver on a buoy located at a distance of 42m (see Figure 3.71). Due to the limitations of the simulation code, this buoy has been modeled as a rectangular prism with a size of 1.5m x 1.5m x 2m, although other potential geometries can be implemented.

It is generally considered that the sea surface is smooth and only produces specular reflection, if Rayleigh criterion (3.9) is satisfied.

\[
\sigma_h < \frac{\lambda}{8 \sin \theta_i} \quad (3.9)
\]

where \(\sigma_h\) is the standard deviation of sea wave height, \(\lambda\) is the wavelength of the incident ray and \(\theta_i\) is the incident angle.

Otherwise the surface will be rough, causing diffuse scattering and resulting in a power reduction of the specular reflected ray (see Figure 3.70). In order to estimate the scattered power, the Kirchhoff theory proposes an effective reflection coefficient \(R_{\text{rough}}\) which is function of \(\sigma_h\) and \(\theta_i\), besides the specular reflection coefficient \(R\) [Sch86][Yan13]:

\[
R_{\text{rough}} = R \cdot \exp \left[ -2 \left( \frac{2\pi}{\lambda} \sigma_h \sin \left( \frac{\pi}{2} - \theta_i \right) \right) \right] \quad (3.10)
\]
On the other hand, ocean wave behavior depends mainly on the wind speed \(U\). Several works have addressed this relationship by means of the significant wave height \((H_{1/3})\) [Din14], which can be also defined as a function of \(\sigma_h\):

\[
H_{1/3} = 0.0214 \ U^2 
\]

\[
H_{1/3} = 4 \sigma_h 
\]

Applying these formulas, the scattering produced by the sea surface has been implemented in the simulation tool and simulation results have been obtained for a transceiver operating at 2.4GHz, transmit power of 10dBm and a spatial simulation mesh resolution of 1m\(^3\). Figure 3.71 shows the results for a plane at 1.5m height over the sea surface when the transceiver is embedded in the surfboard.

![Simulation results at 2.4GHz considering the rough sea surface. The surfer is placed on the lower left side and the buoy is in the top right corner.](image)

**Figure 3.71.** Simulation results at 2.4GHz considering the rough sea surface. The surfer is placed on the lower left side and the buoy is in the top right corner.

In order to see the effect of the implemented scattering model, Figure 3.72 shows the comparison between a smooth and a rough surface with different degrees of surface roughness. The depicted graph corresponds to the linear path between the surfboard and the buoy. The obtained results show that the received power levels are similar for the compared cases, but at some points the difference can be as high as 8dB between smooth surface \((\sigma_h = 0 \text{ m})\) and \(\sigma_h = 0.3 \text{ m}\). It is worth noting that higher values for the standard deviation of sea wave heights can be
present when surf is practicing, which will affect more significantly the RF distribution.

![Figure 3.72](image)

**Figure 3.72.** Received RF power levels for different standard deviation of wave height.

In order to see clearer the influence of sea height variation in the RF power distribution throughout the presented scenario, the results for two different wave height variation values are depicted in Figure 3.73. As in Figure 3.72, the RF power distribution differences are difficult to see with a naked eye in such a big scenario, but at the zone around the buoy position lower RF values can be seen for the $\sigma_h = 0.5$ m case. Therefore, higher values of wave heights and bigger scenarios can lead to quite big differences regarding the RF distribution, affecting the deployment of a potential WSN within this kind of scenarios.

![Figure 3.73](image)

**Figure 3.73.** Simulation results at 2.4GHz considering the rough sea surface for two different wave height variation values.
In order to validate the presented simulation results, Received Signal Strength Indicator (RSSI) measurement results have been obtained. The experimental setup is composed by a Marconi 2041 signal generator, an Agilent FieldFox N9912A spectrum analyzer connected to corresponding short vertical monopoles. Both 2.4GHz and 868MHz bands have been measured, at maximum transmit power of 10dBm. The transmitter has been fixed on the surfboard and the measurement points have been scanned in three equally spaced rows along the surfboard, at the heights of 0.3m and 0.9m, which is schematically shown in Figure 3.65. The obtained measurement values versus simulation results for a height of 0.3m are shown in Figure 3.74. Good agreement between simulations and measurements can be seen. A mean error of 2.65dB with a standard deviation of 2.85dB has been obtained taking into account the 21 measurement points.
In order to provide more insight in the operation of a potential WBAN/WPAN network, the communication quality has been analyzed by obtaining Packet Error Rate (PER) values of wireless links. For this purpose two XBee Pro modules have been employed, one of them located on the surfboard and the other on several locations of the human body. Every XBee mote is connected to a laptop running specific Java programs implemented in house to send or receive data and generate PER statistics. The link parameters are set up to transmit batches of 10,000 packets with a power of 18dBm, operating at 2.4GHz and employing short vertical monopoles with a gain of approximately 2dBi. The results obtained in all cases are below 0.1% of error, given the fact that XBee modules exhibit receiver sensitivity thresholds of -80 dBm in the most restrictive case (the employed XBee Pro modules have a sensitivity of -100dBm). The employed method can be further extended to obtain quality assessment of wireless links in the case of surfboard or surfer communications towards infrastructure elements, such as buoys or base stations located at the shore.

Summarizing, the characterization of wireless links in the practice of surf for some situations has been presented. Estimations of received power levels have been obtained with the aid of the in-house implemented 3D Ray Launching code, in which a specific simplified surfboard has been generated. Moreover, consideration of dispersive
properties of water (conductivity and dielectric constant) as well as water roughness has been taken into account. In the latter case, water surface roughness is coupled to the 3D RLM code, calculating the equivalent reflection coefficient as a function of average height variations for each ray launched incident on the water surface. Simulation and measurement results have been obtained in a test configuration for several surfboard/surfer position and potential receiver locations, showing good agreement. Once the implemented surfboard and surfer models have been tested, a larger scenario resembling an outdoor aquatic surf location with potential connectivity with an infrastructure element (i.e., marine buoy) has been implemented and simulated for different values of water surface roughness. Bi-dimensional received power plots have been obtained, indicating potential coverage levels, which can be employed in radio planning tasks. The proposed methodology, combining surfboard, surfer and water roughness provides an adequate tool for the estimation of quality assurance parameters in terms of the optimal radio planning configuration in terms of transceiver location in the particular case of outdoor aquatic environments.

3.2.5 Commercial area environments

Another environment that has been considered interesting to analyze due to the possibilities that provides for the developing of applications is the commercial areas environment. Nowadays, the use of information and communication technologies has revolutionized the way in which commercial transactions take place, from e-commerce, m-commerce to location based marketing [McG99]. In the case of on-site commerce in retail shops, the introduction of information technologies has aided in logistical processes, stock tracking, automated cashier systems and consumer analysis, among others [Rou06]. It is worth noting that analysis of user interaction in commercial areas takes into account multiple variables, such as user movement patterns or potential user mood [Chu12].
The inclusion of wireless technologies has provided new means of enhancing procedures related with commercial areas, such as the introduction of RFID in product tracking, development of mobile apps linked with retailer websites and the inclusion of Near Field Communication (NFC) in mobile terminals in order to enhance payment process [Rou06][YuY11]. New functionalities can be envisaged with the advent of wearable technology as well as the steady adoption of Wireless Personal Area Network and Wireless Body Area Network, coupled to Wireless Sensor Networks (WSNs), such as mobility support [Gua16]. Moreover, the evolution of mobile networks, the extension of Internet of Things and the adoption of 5G networks, with Device to Device (D2D) capable connectivity will increase user/environment interaction levels [Aky02][Yic08][Bel13][Ban14]. In this way, traditional information exchange in retail and commercial areas, usually employed for periodic stock management and sales procedures at cashiers, can now be de-centralized and employed for a wider range of applications. Consequently, full advantage of cooperative networking techniques can be used (e.g., CoopMAC protocol, QoS provision via 802.11aa standard, etc.), as well as the possibility of enabling full interaction between the commercial infrastructure (e.g., shelves in which merchandise is contained, exhibition stands, information points). This leads to Context Aware environments, which can be seen as a subset in a larger framework of
Smart City/Smart Regions scenarios, in which larger levels of user/systems interaction are achieved, involving multiple systems and functionalities, such as energy generation and distribution, waste management, Intelligent Transportation Systems or Smart Health, among others [Sol14]. In the specific case of large commercial areas, work has been performed in order to provide context-aware scenarios which lead to ubiquitous shopping malls [Yok06][Eva06][Wic09][Zhi09][WuN12][Zhe12][Goo13][Cha14][She14][Rup15]. In many of the cited works, a higher functionality is provided to shopping carts, as it is an active element within the shopping process.

The wave propagation or the performance of a wireless network within shopping malls has been already analyzed for 320 MHz, 17 GHz and 28 GHz [Unb01][Xia13][Soo14]. In this work, wireless sensor nodes, based on Wireless Body Area Network/Personal Area Network were embedded within a shopping cart and the infrastructure of a large commercial center in order to achieve a context aware shopping environment at 2.4 GHz. Wireless propagation analysis was performed with the aid of the in house deterministic 3D Ray Launching code, in order to account for complex channel characterization, given by the presence of a dense array of multiple obstacles and scatterers (such as merchandise in different container types, materials and volumes), as well as the presence of users within the scenario. This provides information in terms of performance of optimal node configuration in the specific shopping cart/commercial area scenario under analysis. The node configuration allows the analysis of optimal aggregation schemes, as a function of network topology, which has been analyzed for the several cases of interaction between shopping carts and commercial area infrastructure (nodes within shelves or located in diverse access points).

The scenario where the system analysis was carried out is within the E.Leclerc supermarket, located in Pamplona, Navarre, being the largest commercial area in the region. Due to the large size inherent to these kind of commercial areas usually have, the scenario under analysis was limited to a single aisle with its corresponding shelves of the
supermarket, as a first approximation to the problem. The characteristics of the chosen aisle are similar to those that can be easily found in large commercial areas, thus being able to extend the obtained results to any commercial area of this kind. Figure 3.75 shows the real scenario. The antenna used as transmitter can be seen deployed in the shopping trolley. The dimensions of the limited scenario are 25.94 m (length) × 11.7 m (width) × 3m (height) (see Figure 3.76). The aisle width is 2.9m and the shelves dimensions are 19.5 m (length) × 1.5 m (width) × 2.25 m (height). For the radio propagation study, the trolley was placed at one end of the aisle, between the shelves, as seen in Figure 3.75.

Figure 3.75. Real scenario. Note that the shelves on the left are filled mainly with products in glass jars, and the shelves on the right with products in metallic cans. Numbered red dots represent the measurement points.
Figure 3.76. Schematic view of the scenario generated for the 3D ray launching simulations.

The first step was to analyze the impact of the scenario in the physical layer performance of the wireless sensor network nodes. In the literature, radio-propagation within a shopping mall at 1.9 GHz was performed, comparing measurements, estimations by a statistical method and results obtained by a ray tracing algorithm. The work concludes that the ray tracing method is the most adequate in order to analyze the propagation in this kind of environments [Sam97]. In order to characterize the radio channel in the presented scenario, the in-house developed deterministic 3D Ray Launching code has been used. As it is previously shown in this work, this simulation tool has been previously used and validated for the same purpose in different indoor complex environments. The schematic representation of the scenario created for the 3D Ray Launching simulations can be seen in Fig. 3.76. The shopping trolley is represented by a brown parallelepiped and the antenna has been placed at the same position as the transmitter antenna used for measurements (0.4 m height, in the trolley). Table 3.13 shows the configuration of the most relevant parameters used for the simulations of this scenario.
Chapter 3 – 3D Ray Launching

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitted Power Level</td>
<td>-10 dBm</td>
</tr>
<tr>
<td>Frequency</td>
<td>2.4 GHz</td>
</tr>
<tr>
<td>Launched Rays resolution</td>
<td>1°</td>
</tr>
<tr>
<td>Cuboids size</td>
<td>10cm×10cm×10cm</td>
</tr>
<tr>
<td>Max. Reflections permitted</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 3.13. Parameter configuration for 3D Ray Launching simulations.

As we know, this 3D Ray Launching simulation tool allows defining the dielectric constant and the conductivity of the materials included in the scenario. As can be seen in Figure 3.75, the left shelves are mainly full of glass jars, and the right shelves have a lot of metallic cans. Therefore, in order to obtain more accurate simulation results, apart from the materials for the floor and walls (concrete), the shelves (aluminum) and the trolley (aluminum), the objects on the shelves have been also defined in accordance with the products found in the real scenario. Table 3.14 shows the main material properties used in the scenario.

<table>
<thead>
<tr>
<th>Material</th>
<th>Conductivity (S/m)</th>
<th>( \varepsilon_r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminum</td>
<td>( 37.8 \times 10^6 )</td>
<td>4.5</td>
</tr>
<tr>
<td>Glass</td>
<td>0.11</td>
<td>6.06</td>
</tr>
<tr>
<td>Concrete</td>
<td>0.02</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 3.14. Material properties for 3D Ray Launching simulations.

In order to validate the simulation results obtained by the presented 3D Ray Launching algorithm, 32 different points have been chosen within the scenario under analysis to measure the received power level and compare the obtained values with simulation estimations. The distribution of the 32 measurement points can be seen in Figure 3.75, represented by numbered red dots. As can be seen, they are distributed in two different heights (0.6m and 1.8m) and in both sides of the aisle in order to analyze the effect of different materials on the shelves, as one
side contains mainly glass jars and the other side metallic cans. The measurements have been carried out with the aid of an Agilent CSA N1996A to generate the RF signal and an Agilent FieldFox N9912A portable spectrum analyzer to measure the RF power, both connected to 5dBi monopole antennas. The transmitter antenna has been placed in the trolley, at a height of 0.4m, configured to transmit -10dBm at 2.4GHz. These measurements have been made without the presence of human beings within the scenario. Figure 3.77 shows RF power distribution simulation results for the planes at the heights of the measurement points (0.6m and 1.8m). The transmitter antenna is represented by a white dot inside the trolley. Besides the expected power drop with the increase of the distance (from the transmitter), rapid power variations due to the multipath propagation can be observed. It is also observed how obstacles (shelves) affect the radio-propagation, receiving lower power level behind them.

![RF Power Distribution at height 0.6 metres](image)
When the ray launching approximation is used in large scenarios, such as the one presented in this work, divergence takes place. It is directly related with the size of the scenario, the angular resolution of the launched rays and the resolution (cuboids size) set by the user. For small cuboid sizes, large errors occur for big distances, as cuboids without received rays appear. In this scenario under analysis, the divergence phenomenon can be seen for distances larger than 11m approximately. In order to avoid these errors and obtain accurate results, new simulations with lower spatial resolution (higher cuboid size) are required for the mentioned bigger distances. In this case, the new cuboid size was incremented from 10cm × 10cm × 10cm to 50cm × 50cm × 50cm. The final valid simulation results for both metallic cans and glass jars shelves can be seen in Figure 3.78, where the comparison with measurements is also shown. A vertical dashed line divides the simulation results obtained with cuboids of 10cm and 50cm. In this graphs, the effect of the multipath propagation is more clearly seen, as there are points further which receive lower power levels than closer ones. The results depicted in Figure 3.78 show the validity of the 3D Ray Launching results, with good agreement between measured values and simulation results. The mean error taken into account the 32 measurement points is 0.13 dB, with a standard deviation of 0.72 dB.
Figure 3.78. Measurements and 3D Ray Launching simulations results comparison for: (a) Metallic cans shelf and (b) Glass jars shelf.
Once the validation of the in-house Ray Launching simulation tool for this kind of scenarios has been done, a new simulation analysis is presented with the aim of studying the presence of human beings, as it is the common situation in this kind of scenarios. Although the number of persons in an aisle of these characteristics varies, for this analysis 10 human beings, all of them adults, were placed randomly throughout the scenario. The used human body model was developed in-house and was previously used and validated [Agu12]. Figure 3.79 shows the schematic representation of the simulated scenario with the person distribution along the aisle. The simulation parameters have been the same that those used in the previous simulations, shown in Table 3.13. In order to show clearly the effect of the presence of persons, in Figure 3.80 the difference between the results with persons and without them is shown, for the planes at heights 0.6m and 1.8m. As expected, the results show that the presence of human beings affect the radio-propagation of the transmitted wireless signal. In some cases, in specific points, the received power level when 10 users are included in the simulation is very close to the value of the case without persons. In other points, the power level difference can be up to 10dB approximately, but in most of the cases it is of a few dB. In order to gain more insight, in Figure 3.81 the comparison between the simulation results without persons and with persons for the 32 measurement points is presented. Specifically for these 32 points, the mean difference is 0.38dB, with a standard deviation of 2.50dB. Although the received power level difference is small in most cases, it can have a huge impact in the performance of wireless motes in terms of energy efficiency, even more if we consider a bigger density of human beings. Thus, apart from the transmitted power level, which can be controlled by the network designer, there are critical issues such as the presence of people and the morphology of the scenario that could affect critically the received power at the receiver position, whatever it is. Therefore, an in-depth radio-planning analysis is required for this kind of scenarios in order to find an optimal wireless network deployment in terms of cost (reducing the number the wireless motes) and energy efficiency (reducing transmitting energy and data rates).
Figure 3.79. Schematic view of the simulated scenario with the presence of 10 human beings.
Figure 3.80. Received power difference between 3D Ray Launching simulation results with the presence of 10 persons and without persons for the planes at height (a) 0.6m, and (b) 1.8m.
Simulation results for Metallic Cans at height 1.8m

(b)

Simulation results for Glass Jars at height 0.6m

(c)
Figure 3.81. Comparison between 3D Ray Launching simulation results with the presence of 10 persons and without persons for points at (a) Metallic cans shelf at height 0.6m, (b) Metallic cans shelf at height 1.8m, (c) Glass jars shelf at height 0.6m and (d) Glass jars shelf at height 1.8m.

The simulation results presented in the previous section show the relevance of the layout of the scenario under analysis in the RF power distribution and therefore the potential deployment of WSNs. As one of the main issues when deploying WSNs is the optimization of power consumption and therefore the lifetime of wireless motes [Tan15][Tya15], a wireless mote deployment analysis based on experimental results within the scenario under analysis is presented. Due to the performance in terms of unit cost, power consumption and spectrum availability, IEEE 802.15.4 based devices have been employed for the measurements. Specifically, a wireless system based on Waspmote nodes embedded on trolleys forming a WSN has been deployed. Acting as gateway of the WSN, a Meshlium device (Linux-based router) has been used (also placed on the trolley). Each Waspmote node manages, at least, one RFID transceiver, which obtains the code of each of the products introduced on the trolley and transmits them to the Meshlium gateway. The used Meshlium device supports
four different radio interfaces: WiFi 2.4GHz, WiFi 5GHz, Bluetooth and XBee (i.e. ZigBee-compliant). Figure 3.82 shows the real devices used on the development of the system.

Figure 3.82. Hardware used.

The considered WSN includes the placement of sensors equipped with RFID readers on the shelves in addition to those inside the trolleys. Sensors located on the shelves aggregate the information of the detected tags along the mall's aisles. The last node of each aisle will transmit the aggregated information to the central node for its integration into the logistic system of the company (ERP). The goal of this network is to conduct the inventory, which can be performed as a periodic pre-scheduled task, or on demand. Since the detection of many elements (cans, bottles, boxes...) could produce an overload in the network, this activity should be performed during mall’s downtime periods (opening and/or closing of the mall, or during the stock replacement process).

On the other side, sensors located inside the trolley (their number and location depends on the size and material of the trolley) are devoted to determine what items have been placed inside the trolley. The key issue will be to discriminate between those products located inside or outside the trolley. The proper location of RFID transceivers and the proper selection of the number of sensors and their coverage areas will allow minimizing the rate of false positives (i.e. item inside the trolley). Figure 3.83 shows the proposed communication schema,
where the nodes placed inside the trolley and the sink nodes of each aisle communicate directly with the central node of the system via WiFi connection, while the rest of nodes communicate among them using IEEE 802.15.4. The nodes located inside the trolley can also communicate with the nodes located on the shelves in order to provide user localization. According to the nodes reachable by the trolley, the system could infer the localization of the trolley.

Two different network topologies of nodes within the scenario under analysis have been studied: linear and zigzag (see Figure 3.84). Each network consists on seven nodes, and a gateway (GW) in charge of data collection on a laptop. Both networks imply the transmission of messages from node i to node i+1 following a linear or zigzag chain. Communication starts at node 1 and ends at the GW. More than 23,000 iterations (i.e. information sent from node 1 to GW) have been performed, where 98.627% and 99.670% of the iterations are successfully achieved for the linear and zigzag configurations, respectively. Figure 3.85 shows the variation of the RSSI values measured on each node. Nodes #2 and #3 present high variations between the maximum and minimum values for both topologies, while the linear schema also presents a high variation on node #7. It can be also seen that lower RSSI values have been measured for the linear configuration, which get worse as we approach the end of the chain. In fact, Nodes 7 and GW are to blame for 60% of losses for the linear topology. On the other hand, zigzag configuration provides its worst performance at node 3, which is where one third of the total losses happen.
Figure 3.83. Communication schema. The trolley includes a Wasp mote node (in red) with three different RFID transceivers (in blue) and a WiFi transceiver.

Figure 3.84. Node distribution for the linear configuration (blue) and zigzag configuration (red).
In order to get insight on the performance of the network, Figure 3.86 illustrates the average power consumption by iteration of each node. Message loss along the chain means that the number of iterations successfully accomplished is lower than this of the iterations initiated. The linear configuration involves higher power consumption, ranging from the 76% of node #4 to the 154% of node #6, than that required by the zigzag. The average power saving obtained when using the zigzag configuration is up to 122%. Taking into account the relevance of minimizing energy consumption for the aim of extending the lifetime of the WSN, the zigzag configuration is clearly advantageous within the scenario under analysis.

**Figure 3.85.** RSSI variation. Maximum, average and minimum RSSI values measured on each node for both linear and zigzag configurations.
Summarizing the presented results, a Context Aware environment for large commercial areas has been implemented and tested by means of combining WSN nodes to shopping carts and infrastructure nodes. In order to validate system functionality, intensive wireless channel analysis has been performed with the aid of the 3D Ray Launching simulation tool and measurements within a real commercial area environment, where the inherent complexity given by the presence of multiple obstacles and by the inclusion of users within the scenario has been taken into account. The proposed system can be adapted and scaled in order to operate in a wide range of commercial environments. The proposed solution is capable of enhancing user shopping experience with new functionalities, such as indoor guidance, real time cart inventory or location based product alert, as well as providing valuable consumer analysis information to commercial operators in terms of marketing trends as well as optimized logistical and stock procedures.

**Figure 3.86.** Average power consumption by iteration, node and topology.
3.2.6 Smart City environments

After using and validating the in-house 3D Ray Launching algorithm in many different environments, in this last subsection an approximation to Smart City environments is presented, as the increasing number of wireless devices and the development of IoT, Intelligent Transportation Systems and s-Health provision, among others, make the radio propagation analysis in this kind of environments necessary and attractive.

But the radio propagation analysis of Smart City environments by means of the 3D Ray Launching method is a challenge due to the big size of the scenarios and the huge amount of elements that can be present, which can lead to high computational costs and problems like ray divergence.

As a first step, a set of buildings has been defined by the 3D Ray Launching, including the existence of indoor dwellings, in order to analyze the performance of wireless systems within a dense urban scenario. This scenario comprises a set of six buildings, each of them with a height of 5 floors. Each building has several flats, with their corresponding indoor distribution of walls, doors and windows. Complete material parameter characteristics have been included for each structural element in order to take into account the possible impact of material choices in the different dwellings. A graphical representation of this scenario is shown in Figure 3.87, in which a constant distribution of buildings can be seen. Note, however, that other configurations could also be implemented if necessary.

The simulation parameters used for the setup are given in Table 3.15. The frequency of operation has been set at 2.4GHz in order to consider multiple wireless systems, such as IEEE 802.15.4 body area networks / personal area networks or IEEE 802.11 Wi-Fi networks, although this frequency can be modified to consider any required frequency band of interest.
Figure 3.87. Simulation scenario representing a section of a dense urban environment, from different visual angles.
Table 3.15. Parameter configuration for 3D Ray Launching simulations.

Once the scenario has been implemented, potential transceivers can be located within it in order to emulate wireless communication links and assess the radio propagation. An initial approximation has been taken, placing a transmitter in the center of the scenario (represented by a red point in Figure 3.87). The simulation results have been obtained for the complete volume of the scenario. As an example, bi-dimensional RF power planes are depicted in Figure 3.88 (horizontal cut planes) and Figure 3.89 (vertical cut planes). The inset in Figure 3.89 shows the cutting plane position (represented by red lines). As can be observed, RF power distribution depends on the position within the scenario, where the multipath components due to the interaction with the surrounding elements have a strong influence on the received power level. From these results, RF signal loss values can be obtained, including indoor coverage from a hot-spot located in the street.

Due to the urbanization process that is taking place worldwide, smart cities are gaining importance and the information and communication infrastructures in which they rely have become essential. Those infrastructures have an enormous potential and could be used to improve the mentioned systems provided to citizens such as healthcare, waste management, energy efficiency and intelligent transportation. However, the deployment of these complex communication infrastructures requires deep analysis of their interactions and interferences with the already deployed systems.
Figure 3.88. Received Power Levels (dBm) for the Urban Scenario at different horizontal cut planes: (a) height = 1m, (b) height = 3m.
In order to gain insight in these communication systems within Smart City environments, more realistic scenarios have been analyzed. Due to the relevance that traffic control has acquired in recent years and the growing use of wireless networks in vehicular environments, the following studied scenarios are within the frame of Intelligent Transportation Systems (ITS).

In the past two decades, the number of vehicles circulating in cities has increased considerably. This fact, together with the tendency of citizens to cluster has caused congestion of roads and junctions,
especially in cities with large populations. The existing infrastructures have become inefficient to optimize traffic. The traditional traffic control system based on traffic lights depending on preset date and time patterns is not efficient in reducing waiting times and energy consumption. In fact, simulations show that adaptive traffic control based on information from Wireless Sensor Networks (WSNs) can be improved by 65% in normal traffic conditions compared to traffic management by preset patterns [Abd11]. Since the nineties, there has been extensive research looking for different solutions for ITS, with the aim of improving and performing traffic management. ITS consist of vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) wireless communications links, contributing to safety improvements and environmentally friendly driving. The ITS road infrastructure has the potential to enhance road safety by helping drivers avoid collisions during basic maneuvers, changing lanes, merging on highways, and driving safely in blind turns. The first implemented ITS were based on counting vehicles through magnetic sensors or artificial vision systems. However, these systems were not completely efficient because line of sight conditions must be fulfilled. Magnetometers sensors based on the detection of magnetic fields on the road lanes have been used to detect the presence of vehicles. These sensors can detect the number of vehicles and their speed, and send their data to the nearest Intersection Control Agent (ICA), which determines the flow model of the intersection depending on sensors’ data, using ZigBee technology [Tub07][Fuq09]. For the network architecture, there have been several proposals, ranging from a two sensors architecture [Tub08][Zho10] to several sensors with an ad-hoc network [Kom14][Baa14].

In the past few years, due to the advancement of wireless communications systems, there are new possibilities to manage traffic based on vehicle communications, which make it easier and more accurate than traditional approaches of detecting and counting vehicles. By adding short-range wireless communication capabilities to vehicles, the vehicles can form mobile ad-hoc networks. These are referred to in the literature as Vehicular Ad-Hoc Networks (VANETs). Traffic safety is the main focus of current research on VANETs and the
main motivation of deploying this technology making it ubiquitous. However, there are a number of other applications that could improve the way we drive today. In the future, the main goal for vehicles is to gather sensor data and share information on traffic dynamics with each other and with the road infrastructure.

Traffic lights are regarded as one of the most effective ways to alleviate traffic congestion. However, traditional traffic lights cannot meet the challenges in traffic regulation posed by the fast growing number of vehicles and increasing complexity of road conditions. Because of that, there are many works in the literature that deal with this problem. The work presented in [Gra07] designs an adaptive traffic light system based on short-range wireless communication between vehicles, showing clear benefits compared to adaptive systems based on sensors or cameras. In reference [AlK08], an intelligent dynamic traffic light sequence using radio frequency identification (RFID), which avoids problems that usually arise with standard traffic control systems, especially those related to image processing and beam interruption techniques is described. In [Ais14], a new real-time traffic monitoring is proposed, based on a cluster V2X traffic data collection mechanism, which is able to gather more than 99% of the available data and reduce the overhead to one quarter when compared to other approaches. An intelligent traffic control system to pass emergency vehicles smoothly based on RFID and ZigBee technologies is presented in [Sun14]. In [Ere13], a ZigBee-based wireless system is also presented to assist traffic flow on arterial urban roads. The work proposed in [Shi15] describes a dynamic traffic regulation method based on virtual traffic light for VANETs. The results demonstrate the viability of their solution in reducing waiting time and improving the traffic efficiency.

The operation of WSN is clearly dependent upon having adequate signal levels at the distributed nodes. When designing any wireless network, a significant issue to be considered is the maximum distance between two nodes that still ensures a reliable wireless connection. This depends on a broad range of parameters such as the transmitter power, the receiver sensitivity, the signal propagation environment, the signal frequency and the antennas parameters. In addition, the main challenge
for vehicular communications is the rapidly changing radio propagation conditions. Both the transmitter and the receiver can be mobile, and the scattering environment can rapidly change. Due to this fact, the proper design of a WSN for use in these kinds of environments could be a very challenging process [Ber15]. There are several papers in the literature that present WSN placement optimization mechanisms: In [Sin13] a mechanism for deploying a minimum number of sensors to cover all targets that are randomly placed in a grid environment is presented. Reference [Hua15] proposed a node deployment strategy for blindness avoiding in WSNs on the basis of ant colony optimization. The paper [Lin15] investigates the problem of minimizing the total cost of deploying roadside units and sensor nodes along the two sides and the median island of a two-lane road to cover the whole road, and to form a connected VANET-sensor network. Reference [Xio15] provides analytical modeling for IEEE 802.15.4-compliant WSN in vehicular communications, as well as guide design decisions and tradeoffs for WSN-based VANET applications. In [Ye15], a numerical functional extreme model is proposed for searching the minimum exposure path in WSNs with a hybrid genetic algorithm. Reference [Wan16] also proposes an addressing-based routing optimization scheme for IPv6 over low-power wireless personal area network in vehicular scenarios.

Regarding the wireless communication channel modeling, the geometry-based stochastic models are the most widely used models for propagation prediction in mobile communication channels like V2X communications [Zem12][Bor13][Pat14][Wal14]. However, these approaches do not consider all the elements of the environment, and therefore, they could fail in specific situations when the surroundings have a great impact on the electromagnetic propagation, such as a complex intersection in a large city, which could have vegetation, different type of scatterers including different types of traffic lights, buildings, walking citizens, urban furniture, etc. In order to avoid some of these limitations, the in-house 3D Ray Launching algorithm has been used to assess the radio propagation within this kind of environments, pursuing the characterization of the physical channel for radio planning purposes in urban areas.
As first approximation to vehicular communications in urban areas, the sub-urban scenario depicted in Figure 3.90 has been simulated, where streetlights and trees are placed on the sidewalks. A transmitter antenna (represented by a red point) has been placed on a streetlight, transmitting 0dBm. A car model has been also included for the simulations, located on the road. The obtained RF power distribution is presented in Figure 3.91. Although the scenario has a great percentage of its volume empty, i.e. without obstacles, in Figure 3.91 the typical received power variations due to multipath propagation can be seen. Figure 3.92 shows the estimated PDP at the center of the scenario, where indeed the multipath propagation also has an impact on the radio propagation in this kind of environments.

**Figure 3.90.** Schematic representation of the sub-urban scenario.

**Figure 3.91.** 2D map of the received power level for the sub-urban scenario at 1m height.
Now, a real and more complex urban scenario is presented in order to assess the usefulness of the 3D Ray Launching method for the radio propagation analysis within urban environments. The considered scenario is an urban area placed near the old town of Pamplona (in Navarre). The dimensions of the scenario are (150m × 130m × 30m) and it contains several buildings, trees of different heights, grass, road junctions, traffic lights, cars, streetlights and people on street. Figure 3.93 shows the real scenario and different views of the created scenario for the simulations. All the material properties for all the elements within the scenarios have been considered, given the dielectric constant and the loss tangent at the frequency range of operation. Taking into account that radio wave propagation in this scenario could change depending on the weather, it is relevant to consider different conditions for the material properties of the vegetation. For that purpose, the values for the material properties of the wood and the foliage have been obtained in [Azp14b]. The previously presented and used human body model and car model have been included in the scenario. The material parameters used in the simulation are defined in Table 3.16.
Figure 3.93. Real urban scenario under analysis (a), and different views of the created scenario for simulations in the 3D Ray Launching Algorithm.
Once the simulation scenario has been defined, simulation results have been obtained. For the simulations, 16 antennas have been placed throughout the considered scenario, one for each traffic light present within the scenario, since such wireless system could obtain information in relation with pedestrian behavior (e.g., density of users in pedestrian crossings, pedestrian speed or incidentals in pedestrian movement), vehicle behavior or ambient information, among others. The specific position of the antennas within the scenario is shown in the schematic view of Figure 3.94. Each antenna has been placed 10 cm above each traffic light. The radiating element has been configured with the parameters of a wireless ZigBee mote, transmitting 18 dBm at 2.41 GHz. The used simulation parameters are shown in Table 3.17. Figure 3.95 and Figure 3.96 show the RF power distribution within the considered scenario for different heights and planes, and for transmitters placed on different traffic lights. As it can be seen, the influence of the obstacles (like the trees, streetlights, buildings, etc.) as well as the topology of the potential wireless transceivers has a noticeable impact on the radio wave propagation.

<table>
<thead>
<tr>
<th>Material</th>
<th>$\varepsilon_r$</th>
<th>Conductivity (S/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Aluminum</td>
<td>4.5</td>
<td>$4 \times 10^7$</td>
</tr>
<tr>
<td>Concrete</td>
<td>25</td>
<td>0.02</td>
</tr>
<tr>
<td>Polypropylene</td>
<td>3</td>
<td>0.11</td>
</tr>
<tr>
<td>Brick</td>
<td>4.44</td>
<td>0.11</td>
</tr>
<tr>
<td>Glass</td>
<td>6.06</td>
<td>$10^{-12}$</td>
</tr>
<tr>
<td>Plasterboard</td>
<td>2.02</td>
<td>0</td>
</tr>
<tr>
<td>Grass</td>
<td>30</td>
<td>0.01</td>
</tr>
<tr>
<td>Trunk Tree</td>
<td>[Azp14b]</td>
<td>[Azp14b]</td>
</tr>
<tr>
<td>Tree foliage</td>
<td>[Azp14b]</td>
<td>[Azp14b]</td>
</tr>
</tbody>
</table>

Table 3.16. Material properties for 3D Ray Launching simulations of the urban scenario.
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Figure 3.94. Schematic view of the position of the 16 antennas within the considered scenario.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitted Power Level</td>
<td>18 dBm</td>
</tr>
<tr>
<td>Frequency</td>
<td>2.41 GHz</td>
</tr>
<tr>
<td>Launched Rays resolution</td>
<td>2°</td>
</tr>
<tr>
<td>Max. Reflections permitted</td>
<td>6</td>
</tr>
<tr>
<td>Cuboids size</td>
<td>2m × 2m × 2m</td>
</tr>
</tbody>
</table>

Table 3.17. 3D Ray Launching simulation parameters.
Figure 3.95. Bi-dimensional RF power distribution estimations (dBm) within the considered scenario for different heights: (a) 1.4 m height for antenna #1; (b) 3 m height for antenna #1; (c) 1.4 m height for antenna #6; (d) 3 m height for antenna #6.

Figure 3.96. Bi-dimensional RF power distribution estimations (dBm) within the considered scenario for different X-axis distances: (a) X = 73 m for antenna #6; (b) X = 55 m for antenna #9.
As it has been previously shown in the sub-urban scenario of Figure 3.90, the multipath propagation plays a significant role within this kind of environments. To illustrate this fact, the Delay Spread for the whole scenario of Figure 3.93 is shown in Figure 3.97. The Delay Spread has been defined as the time delay between the first and the last ray which arrives to each spatial point. It has been calculated using as threshold the sensitivity value of the XBee Pro transceivers, which is −100 dBm. As expected, it can be observed how the Delay Spread is higher in the areas closest to the transmitter antenna and it is lower in other areas due to the larger distances. Additionally, each spatial sample of the Delay Spread is associated with a Power Delay Profile. As an example, in Figure 3.98 the Power Delay Profile at the central position of the scenario is depicted. These results show that the scenario is complex in terms of multipath propagation, even being an outdoor environment, which make the 3D Ray Launching algorithm a really useful tool for radio planning strategies when deploying wireless systems within urban environments.
Figure 3.97. Estimated Delay Spread (ns) at a plane of 3m height for different positions of the transmitter antenna (a) antenna #5; (b) antenna #6.

Figure 3.98. Power Delay Profile at a central location within the urban scenario.
In order to validate the results obtained by the 3D Ray Launching tool, measurements in the real urban scenario under analysis have been carried out. A transmitter antenna, connected to a signal generator at both 2.41 GHz and 5.9 GHz has been located at coordinates (X = 31m, Y = 76.8m, Z = 2.05m), just above the traffic light #1 (see Figure 3.94). The employed signal generator has been a portable N1996A (Agilent Technologies, Santa Clara, CA, USA) unit and the spectrum analyzer has been an Agilent N9912 Field Fox. The omnidirectional antennas used have been the model ACA-4HSRPP-2458 from Zentri (Los Gatos, CA, USA), which have a gain of 0.3 dBi at 2.41 GHz and a gain of 3.74 dBi at 5.9 GHz. The measurement points are depicted in Figure 3.99 as red numbers, which are 5m away from each other, and all of them at a height of 1.4m.

![Figure 3.99. View of the urban scenario with the transmitter location ('TX') and the measurement points (red numbers).](image)

Before the measurements, in order to see the possible influence of pre-existent interferences in the scenario, a spectrogram has been measured with the aid of the Agilent N9912 Field Fox portable spectrum analyzer. Figure 3.100 shows the measured spectrogram at the transmitter position, for both frequencies in Max Hold mode. It can
be seen that there are not significant pre-existent interferences at the frequency bands of interest (note that the higher value of the scale is -80 dBm). It is worth noting that the noise floor is slightly higher at 5.9 GHz frequency band due to the fact that the gain of the antenna at 5.9 GHz is 3.44 dB higher than at 2.41 GHz.

![Figure 3.100](image)

**Figure 3.100.** Measured spectrogram at (a) 2.41 GHz, and (b) 5.9 GHz band.
Finally, as it has been made for the rest of environments, Figure 3.101 shows the comparison between simulation and measurement results for both operation frequencies. The previously used spectrum analyzer has been used for measure the received power. The measurement time at each point has been 60s and a bandwidth of 100 MHz has been set in the spectrum analyzer for both 2.41 GHz and 5.9 GHz frequencies. The value of received power at each point is the highest peak of power shown by the spectrum analyzer (with MaxHold function activated). The received power values estimated by simulation have been obtained for the same points as the real measurements, considering the corresponding cuboid in the three-dimensional mesh of cuboids in which the scenario have been divided. As it can be observed in Figure 3.101, there is good agreement between simulation and measurement results. Specifically, a mean error of 0.27 dBm with a standard deviation of 1.13 dB has been obtained for 2.41 GHz frequency, and a mean error of 0.66 dBm with a standard deviation of 1.46 dB for 5.9 GHz frequency. The resulting error means are very low, indicating that the proposed 3D RL simulation method works properly, validating in the same way the previously shown simulation results within this scenario.
Figure 3.101. Comparison simulation vs. measurements for (a) 2.41 GHz and (b) 5.9 GHz in the urban scenario.

3.3 Main Contributions

In this last section of Chapter 3, I list only my main contributions (i.e. the articles and conference papers in which I am the first author) regarding the topic covered in this chapter, but as it can be seen in the List of Publications section, I contributed to more works regarding the topic of this section.

Besides, as the published works have been carried out together with other co-authors, I would like to point explicitly what has been my work regarding those published works: My main contributions to the list of publications shown below have been the study of the state of the art, the performance of measurements within the scenarios under analysis, the creation of the scenario for the 3D Ray Launching simulations and the corresponding simulations, the post-processing of the obtained data and the writing of the most of the text of the
manuscripts. Note that all the research articles have been published in JCR (Journal Citation Reports) indexed journals.

- **Research Articles:**

- **International Conference Papers:**
  3. “Analysis of Vehicular Connectivity in Smart Health Service Provision Scenarios,” *(The 7th International Conference on Information, Intelligence, Systems and Applications - IISA 2016)*.
- National Conference Papers:
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Deterministic Interference Analysis

The previous chapter shows the accurate radio propagation results that can be obtained by the aid of the in-house 3D Ray Launching algorithm for many different environments. The presented radio propagation results, mainly the RF power distribution, within specific scenarios are very relevant in terms of the radio planning of WSNs. In fact, the traditional objective of all radio propagation models discussed in Chapter 2 is the estimation of the RF power distribution (or at least at specific points) within a scenario in order to know if a potential receiver would receive enough power to establish a wireless communication with the emitter, which is determined by the sensitivity level of the receiver. Specifically for Ray Launching and Ray Tracing methods, the estimation of RF power level [Ber95][Moy00][Ros02][Deb08][Roc10][Cho13][Shi15a] and equivalent Power Delay Profile channel [Ata13] are calculated. But what happens to the overall performance of a wireless network when other wireless communication systems are operating at the same place and interfere
with each other? This is a problem that is usually overlooked, but extremely important for the upcoming Smart City environments due to the high quantity of wireless communications systems and devices that are expected, such as the advent of IoT and 5G. For this reason, a new point of view regarding the use of radio propagation models is presented in this chapter: Instead of only predicting the received RF power and see if it is higher than the sensitivity level of the wireless devices, the 3D Ray Launching tool has been used for determining optimum device deployment regarding energy consumption, as well as for analyzing the coverage and capacity of the wireless systems. For that purpose, assessing interference levels within the scenarios is a key issue, which has been also carried out with the aid of the 3D Ray Launching tool. Section 4.1 shows the different interference analysis results obtained by means of the 3D Ray Launching method. In Section 4.2 the main contributions to the state of the art regarding those results are cited.

**4.1 Interference Analysis Results**

For a first approximation to the problem, a single interfering source has been placed on an adjacent room of a scenario that had been previously studied (shown in Figure 3.10). The interfering source has been defined just like the transmitter antennas are defined for the 3D Ray Launching simulations. Once the RF power distribution of the interfering source has been obtained, SNR values for the whole volume of the scenario have been calculated, being the Signal level those results obtained for the transmitter antenna (see Figure 3.13) and the Noise level the results obtained for the interfering source. The SNR results for two different heights can be seen in Figure 4.1. As it happens with the RF power distribution, significant variations of SNR value as a function of the position are observed.

The RF power level distribution results give valuable information about the radio propagation in specific and unique scenarios, and allow knowing if the received power level will be above the sensitivity level
of the receivers, which will depend on the specific devices used for the deployment of the WSN. The interference analysis and results presented in this Chapter lead to new assessments in terms of SNR levels, and therefore, achievable data rates, energy consumption and BER values.

Figure 4.1. Spatial distribution of Signal to Noise Ratio estimations for different heights in the indoor scenario of Figure 3.10.
Among these radio planning parameters, minimizing energy consumption has become one of the main goals for the deployment of WSNs, driven by international Green policies. In this context, radio channel features of indoor environments pose a challenge to energy consumption, due to the fact that the complexity of the scenario increases losses due to strong multipath propagation and diffraction, as well as absorption due to lossy dispersive media of the obstacles within it. The existence of interference sources in these complex environments also affects the deployment strategies and the overall power consumption of the WSN.

In order to show how the presented 3D Ray Launching method can aid in this regard, the topological influence of a layout of in-house developed CyFi based wireless sensors have been analyzed in terms of power consumption and radio coverage. For that purpose, a system based on a set of wireless motes has been designed in house by the University of Valencia. Each mote includes sensor/actuator elements, a PSoC processor core, expansion ports and power, and a CyFi transceiver. Depending on the role that the nodes play in the protocol, the motes can be configured as a master or as a slave.

The basic network topology is a star configuration, in which a master node manages a certain number of peripheral slave nodes. Following a hierarchical scheme, different master nodes can be connected at slave-type stages to form a second layer around a master node that is responsible for monitoring the platform. Each mote has two parts: a main card which contains the microcontroller, and an additional one that contains the radio frequency part. The main board consists of different blocks, as shown schematically in Figure 4.2. The real implementation can be seen in Figure 4.3.

The microcontroller is the Cypress CY8C24894 PSoC. It incorporates an 8-bit microcontroller M8C and up to 4 MIPS. As reconfigurable elements, it contains 4 digital blocks and 6 analog blocks, in addition to 1KB of SRAM and 16KB of Flash. Also, the device has the possibility to communicate via USB without requiring any additional items. The humidity and temperature sensor used is an SHT75 model. This is calibrated at the factory, controlled digitally, has high resolution and
accuracy, with an operating range of 0-100% relative humidity and a temperature range between -40ºC and 123ºC.

Figure 4.2. Block diagram for the implemented mote device.

Figure 4.3. Image of the main board (left) and the radio frequency module (right) of the mote device.

The used CyFi technology is a cost effective low-power wireless solution developed by Cypress Semiconductor that operates in the unlicensed 2.4 GHz ISM band, with active link and power management features. The network topology consists in a simple star network.
controlled by a central hub. Due to the lightweight network protocol stack of CyFi nodes, a bidirectional communication to up to 250 nodes is provided. CyFi output maximum power is 4 dBm and the receiver sensitivity -97 dBm, with a typical range in a line of sight, interference-free environment between 50 m and 70 m.

The mentioned active link and power management provide interesting dynamic functionalities. For more robustness, the transmitter changes the modulation and data rates dynamically between 1 Mbps and 250 Kbps depending on the environment’s interference. If the interference increases, then the power output level is dynamically increased to overcome that interference. Besides, if a node detects that its power output is excessive, it will dynamically reduce it, reducing power consumption. Also, to ensure that the central hub of the network receives packets correctly, an interference free channel is selected whenever possible. If the hub detects a noisy channel, a CyFi network will look for a clean channel and settle there. The dynamic power handling capability, in terms of coverage/capacity estimation, will lead to smaller coverage radius as overall transmission speed increases, as will be shown in the following paragraphs.

The scenario where the CyFi motes have been analyzed is the Radio Communication Laboratory, placed in the Electric and Electronic Engineering Department of the Public University of Navarre. The scenario has the inherent complexity of an indoor scenario, as it has interior columns, many furniture elements, different types of instruments and walls made of different materials (wood, concrete, bricks, metal and glass). The scenario can be seen in Figure 4.4a and its schematic representation for the ray launching software can be seen in Figure 4.4b. Red points in Figure 4.4b represent the different points where the wireless motes have been placed. These positions have been chosen in order to simulate a possible morphology of a real wireless network. For that reason, the motes have been placed at different heights. The exact coordinates for the motes are shown in Table 4.1.
Figure 4.4. (a) Indoor scenario under analysis, corresponding to Radio Communication Laboratory, UPNA. (b) Schematic representation of the scenario in the 3D Ray Launching software.
Table 4.1. Coordinates where the wireless motes have been placed within the indoor scenario.

<table>
<thead>
<tr>
<th>Transmitter</th>
<th>Coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td>TX1</td>
<td>(2, 2, 0.81)m</td>
</tr>
<tr>
<td>TX2</td>
<td>(6.5, 21, 2.7)m</td>
</tr>
<tr>
<td>TX3</td>
<td>(11, 4, 1.5)m</td>
</tr>
<tr>
<td>TX4</td>
<td>(0.3, 12.5, 2.1)m</td>
</tr>
<tr>
<td>TX5</td>
<td>(7, 12.5, 2.1)m</td>
</tr>
</tbody>
</table>

Simulation results have been obtained for the whole volume of the scenario. The parameters used for the simulation have been the following: uniform cuboids resolution of 20cm, vertical plane angle resolution $\Delta \theta = \pi/180$, horizontal plane angle resolution $\Delta \Phi = \pi/180$, maximum number of tolerated reflections $N=5$, frequency of operation 2.4GHz and transmission power of 4dBm (the maximum level achievable by the CyFi motes). The considered parameters regarding the transmitters are equivalent to those of the CyFi mote system. Figure 4.5 shows the obtained received power levels for the same bi-dimensional plane at height 0.81m (the same height of the tables within the laboratory) for different number of transmitters. For each of the represented planes (from Figure 4.5a to Figure 4.5e), a new transmitter has been added consecutively, starting with a single transmitter (Figure 4.5a) and finishing with a wireless network composed by five transmitters (Figure 4.5e).
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(a) ![Image](image1)

(b) ![Image](image2)

(c) ![Image](image3)

(d) ![Image](image4)
Figure 4.5. RF power distribution results obtained at a bi-dimensional plane at a height of 0.81m for different number of transmitters (a) TX1, (b) TX1 and TX2, (c) TX1, TX2 and TX3, (d) TX1, TX2, TX3 and TX4, (e) TX1, TX2, TX3, TX4 and TX5.

As it can be seen from the previous figures, received power level is strongly dependent on the position of the potential receiver element and the morphology of the wireless network. Variations can be in order of 10 dB within 1 meter when the number of transmitters is low, which has a strong impact on the performance of the sensors, not only in terms of receiver sensitivity limits but also on overall system capacity, which is dependent on signal level as well as on signal to noise ratio. As it is shown in Figure 4.5, this received power variations can be strongly mitigated changing the morphology (e.g. adding wireless motes) of the wireless network, thus obtaining a reasonable received power level for every position of the complete indoor scenario.

The multipath propagation is the strongest phenomenon in this type of complex indoor environments, hence, to appreciate the variability of estimated received power level more precisely, Figure 4.6 shows this variability within a given line path for a fixed value of X for two
different heights in the indoor scenario. The X value has been set to 3.5 m randomly, since this phenomenon happens all alike within the whole scenario. As stated above, the signal variation is driven by strong multipath components, as can be seen from the short term variation component within the received power level. For a more thorough analysis of the impact of the multipath propagation in the scenario, in Figure 4.7 and Figure 4.8 time domain results are shown. Specifically, power delay profiles are presented for the locations of TX2 and TX3 respectively, when TX1 transmits. A red line has been depicted in both graphics to delimit the sensitivity level of the CyFi motes (i.e. -97dBm). As expected, a lot of components reached the TX2 and TX3 points due to the multipath propagation, but in Figure 4.7, which corresponds to the farthest mode of the network (from TX1), there are a lot of components under the sensitivity level, due mainly the distance. On the other hand, in Figure 4.8 most of the components are above the sensitivity level, as it corresponds to the nearest node of the network. In order to complete the time domain results, the delay spread for a plane of 0.81 m height (the height of the tables and TX1) is presented in Figure 4.9.

![Figure 4.6](image)

**Figure 4.6.** Simulation results for height 0.81m and height 2.3m, for X=3.5m, along the Y-axis of the indoor scenario under analysis (see Figure 4.4).
Figure 4.7. Power Delay Profile at location of TX2 (the farthest node), when TX1 is transmitting.

Figure 4.8. Power Delay Profile at location of TX3 (the nearest node), when TX1 is transmitting.
The obtained simulation results and mainly the estimated values of received power can lead to the analysis of the performance of the wireless system. As an example, Figure 4.11 represents the signal to noise ratio (SNR) for two different heights in the same scenario, which could be used to consider the most adequate deployment strategy of a set of wireless sensor networks within the indoor scenario. Specifically, SNR planes depicted in Figure 4.11 have been calculated taking into account that the whole CyFi network is deployed and as noise sources, an interfering WiFi network (an access point and 3 laptops) operating at the same frequency band of the CyFi motes has been simulated. The simulation parameters have been the same than those used for the simulation of the CyFi motes, but the transmitted power of WiFi nodes has been set to 20 dBm, which corresponds to a typical maximum transmitted power of a commercial device. In Figure 4.10 the schematic configuration of the wireless networks within the scenario is shown. Table 4.2 shows the position within the scenario of the WiFi nodes.

Figure 4.9. Delay Spread values for a plane at 0.81 meters height (i.e. the height of TX1 within the scenario).
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<table>
<thead>
<tr>
<th>Transmitter</th>
<th>Coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td>WiFi access point</td>
<td>(3, 3, 2.5)m</td>
</tr>
<tr>
<td>Laptop 1</td>
<td>(4.5, 6.9, 0.9)m</td>
</tr>
<tr>
<td>Laptop 2</td>
<td>(2, 13.5, 0.9)m</td>
</tr>
<tr>
<td>Laptop 3</td>
<td>(8.5, 17.7, 0.9)m</td>
</tr>
</tbody>
</table>

Table 4.2. Coordinates where WiFi devices have been placed within the scenario.

Figure 4.10. Schematic representation of the scenario used to calculate the SNR planes of Figure 4.11.
Thus, the SNR value is obtained for each point within the room, giving valuable information about the zones and points where the placement of a mote will be better in terms of received signal quality, whilst maintaining the optimal wireless power transmission (and hence energy consumption) of the system. As can be clearly seen in Figure 4.11, the zones where interfering devices have been placed are the zones with lower SNR, as expected. For a more in-depth analysis of the proposed CyFi network in terms of SNR, in Figure 4.12 the SNR at each receiver CyFi mote is depicted, when a single mote is transmitting. In Table 4.3 the preset transmission power levels for the CyFi motes are shown, which have been used for the calculation of the SNR, in order to show how it affects the SNR at the receiver motes. As the CyFi motes can change dynamically the transmission rate between 1 Mbps and 250 Kbps, the minimum SNR needed has been calculated for both data rates, and these limits have been depicted by red dashed lines (0 dB for 1 Mbps, and -7.23 dB for 250 Kbps). Figure 4.12a shows the results for

Figure 4.11. Spatial distribution of SNR within the indoor scenario for two different heights (a) 0.81 meters, (b) 2.3 meters.
the worst noise case, i.e. when the WiFi devices transmit 20 dBm, whilst Figure 4.12b shows the results for WiFi devices transmitting 0 dBm. These results show how the presented method can aid in an adequate deployment strategy within a harsh indoor scenario, which has a direct impact on the network efficiency.

<table>
<thead>
<tr>
<th>Defined internal level</th>
<th>Transmitted power (dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>-5</td>
</tr>
<tr>
<td>4</td>
<td>-13</td>
</tr>
<tr>
<td>3</td>
<td>-18</td>
</tr>
<tr>
<td>2</td>
<td>-24</td>
</tr>
<tr>
<td>1</td>
<td>-30</td>
</tr>
<tr>
<td>0</td>
<td>-35</td>
</tr>
</tbody>
</table>

Table 4.3. CyFi motes’ preset levels and their correspondent transmission power level.
Considering the overall power consumption of the deployed motes is also a highly important issue in radio planning strategies. As it has been shown previously, the location of the transceiver has a significant role in terms of the variations of the expected value of received power within the scenario, which has a great impact on the power consumption of transmitting motes. This is given by the fact that as the received power varies, the link balance within the sensitivity threshold limit also varies, modifying the required current for the transceiver to operate. Therefore, it is possible to estimate energy consumption of the transmitter as a function of the receiver location. In order to gain insight on the effect of topology and morphology on energy consumption in the previous scenario, Figure 4.13 shows the consumption increase maps for two cases (always considering a fixed transmitted power level of 4 dBm): first when only two motes are operating (TX1 and TX2) and afterwards when the whole wireless network is operating (5 transmitters), which corresponds to the optimal

![Graph showing SNR values at each CyFi mote position for a single transmitting mote, while WiFi-interference sources are transmitting (a) 20 dBm and (b) 0 dBm.](image)
configuration of the network for the presented indoor scenario. These maps represent the overall increase of current consumption of the transmitting motes placed at the scenario for each possible receiver location. From the real measurements explained later, it is shown that the lowest measured consumption of a mote when transmitting is 40.5mA (distance between transmitter and receiver of 5 cm). So, as it can be seen in the consumption maps for the first case (Figure 4.13a), a maximum current consumption increase of 6.03 mA is reached for a specific location (this maximum peak seems not to reach that value, but it is due to the perspective of the graph). This corresponds to the worst location for a receiver to be placed in terms of current consumption. This means that for that receiver location, the overall current consumption for the transmitters will increase in 6.03 mA due to the power level received at that location, which is equal to 14.8% more consumption. On the other hand, for the optimal case of 5 transmitters deployed (Figure 4.13b), the worst receiver location implies an increase of 3.11% of the total consumption of the five transmitting motes of the network. This lower increase of consumption is expected as the received power level for the whole scenario is higher due to the higher amount of deployed transmitting nodes.

All these results can be really useful in order to plan the design of the optimal network, taking into account the number of employed nodes, the required transmission bandwidth and the sensitivity level. Moreover, as it is shown in Figure 4.13, the density of the nodes within the network has a clear impact on energy consumption, due to the fact that link balance limitations are lower when the whole network is operating. Nevertheless, it is important to achieve a commitment between the density of nodes and interference levels, because a larger number of nodes could lead to increased interference levels, which could degrade system performance.
Figure 4.13. Estimation of Energy Consumption in terms of current values in mA for different locations of the scenario depicted in Figure 4.4: (a) TX1 and TX2, (b) The 5 transmitters.

After showing simulation estimations, in which the morphological dependence of the network performance in terms of received signal is observed, wireless CyFi motes have been configured and measured. For that purpose, power distribution and current consumption measurement results are presented. In Figure 4.14, a layout of the tested setup is shown. The laboratory has two zones, separated by
several metallic shelves. For the purpose of the study, the left hand zone has been measured, due to the fact that this is a zone of interaction with students and collaborators, leading to a realistic situation for the deployment and use of a wireless sensor network. The measurements have been performed by programming a test setup among the motes, given by a coordinator element and a wireless sensor.

![Figure 4.14](image)

Figure 4.14. Schematic upper view of the indoor scenario (Figure 4.4).

Initially, the RSSI values in different points of the scenario (Figure 4.14) have been measured: The transmitter is located in coordinates (2, 2) and it is represented by a red point. The receiver has been placed in different points, which are represented by blue X marks in the figure. Both the transmitter and receiver have been placed at the same height of 81 cm, which is the height of the tables located in the scenario. The same antenna orientation in all the measurements has been carefully maintained in order to minimize variations due to the radiation pattern of the receiving antenna. The motes have been programmed to transmit at low data rate of 1 packet every 20 seconds, emulating a possible
wireless sensor network application linked to Ambient Intelligence or Smart Homes. The RSSI values have been read directly from the data provided by the motes. The obtained values are shown in Figure 4.15. The scale has been set up to -100 dBm in order to account for the sensitivity value of the motes (-97 dBm). As expected, due to the CyFi’s active link and power management, signal level does not clearly decrease with the distance as it happens in a common radio wave transmission (with a transmitter transmitting a fixed power level). The signal level is maintained quite well within the scenario, although variations on received power can be seen due probably to the multipath radio propagation effects (mainly diffraction and reflection), very significant in an indoor complex scenario like this.

![Received power measurements](image)

**Figure 4.15.** Measured power levels in dBm for a pair of mote coordinator/sensor in the indoor scenario.
To gain more insight in the operation of the sensor motes and the influence of the topology and morphology of the scenario, current consumption has been measured for several positions. For that purpose, the motes have been programmed to transmit at their highest packet transmission rate (1 packet per 15 ms) and initially at the highest transmission power level (4 dBm) in order to increase the current demand of the motes. As in the previous case, both the transmitter and receiver have been placed at the same height of 81 cm. With this new approach, unlike the previous case, at certain distance from the coordinator no packets are received. The RSSI values shown in Figure 4.16 are the mean values of the RSSI data of the packets received in a 2 second duration time slot, which correspond approximately to 130 packets as long as the communication has been correctly done. When the distance is higher, the communication has problems and the number of received packets decreases up to 10 packets in 2 seconds due
to the approach of the received power to the sensitivity level of the motes. Figure 4.16 shows how the received power level near the transmitter is quite constant as well as the sensitivity level zone, in which no packets are received. This is due, once again, to the automatic regulation of transmit power that is embedded in the motes. But, despite of that, variations on received power level could be measured (on a smaller extent than in a case without transmitter power regulation), once again, due to the particularities of radio propagation within a heterogeneous scenario with a complex morphology like this (a lot of furniture composed of different materials). As an example, although coordinates (6,6) are located further from the transmitter than coordinates (2,6), and the transmitter tries to maintain the received power level throughout the scenario, the zone corresponding to coordinates (2,6) has lower received power level. It is worth noting how the increase in the overall transmission rate leads to lower coverage zones, as clearly observable from Figure 4.16. As an example, a PER (Packet Error Rate) measurement has been made between a transmitter in (2,2) and a receiver in (2,6). As mentioned previously, a low received power zone is detected surrounding the coordinate (2,6). This zone has the same characteristics as the zone near the sensitivity level, in which the number of received packets decreases abruptly. This is clearly shown in the PER value obtained for the transmission of 100,000 packets: only 1,363 packets arrived (PER = 98.637 %).

In order to see the evolution of the current consumption of the transmitter in this scenario, the receiver has been placed at different distances from the transmitter. A Tektronix DPO 3014 oscilloscope has been used to obtain the current consumption measurements. For this purpose, a 1 ohm resistor has been introduced in series in the feeding circuit of the mote. In this way, by measuring the voltage difference in the resistor, an estimation of the current value is obtained. The obtained results are shown in Figure 4.17 and Figure 4.18.
Figure 4.17. Power consumption variation as a function of time for different positions. The bottom curve (13.2 mA) is for standby, whereas as the rest of the curves span from the closest to the farthest mote within the scenario.

Figure 4.18. Detail of the power consumption for the designed mote device within the indoor scenario. The mean values for different currents are proportional to the separation between motes.

As it can be seen in Figure 4.17, a clear difference exists between the standby (orange curve) and the transmit mode (the rest of the curves), which is expected due to the normal operational procedure in the wireless transceiver. In Figure 4.18, a detail of the different transmit mode current values can be seen, given for different positions of the sensor within the scenario. These distances have been 0.05 m, 2 m and
4.2 m, respectively. The last distance corresponds to the point in which the sensitivity level has been almost reached, in which few packets are received. This sensitivity point varies between 4 and 6 m depending on the environment and the objects surrounding the motes. From the measured values of the current consumption from the motes in operating mode at different distances, an increase in current consumption in the order of 4.2% in the case of 2 m and 5.4% in the case of 4.2 m is observed. Therefore, by considering the pre-existent levels of interference as well as the expected fading losses of the scenario, the optimal location of the motes can be planned prior to real network deployment.

As the distance increases, the power consumption level also increases, which is in accordance to the operation of the power management of CyFi motes: By increasing the distance between motes, the received power decreases. But due to the power management features of the motes, the transmitted power level increases in order to maintain the received power level in each position, leading to higher power demands of the transmitter.

Following this way, the analysis of SNR values and current consumption has been carried out for bigger and more complex scenarios. In addition, the quality of service (QoS) of the wireless link in terms of BER (Bit Error Rate) by the aid of the 3D Ray Launching algorithm is introduced, which provides new and very valuable information about the feasibility of deploying a WSN within such complex indoor scenarios.

The scenario under analysis, depicted in Figure 4.19, represents the entire ground floor of a department building of the Public University of Navarre. Note that the furniture as chairs, tables and air ducts has been taken into account. The dimensions of the scenario are 55.3 m × 27.85 m × 3.8 m. A WiFi hotspot (blue dot) and six ZigBee-based devices have been distributed throughout the scenario (red dots). A summary of the parameters used for the simulations is given in Table 4.4. The ZigBee parameters are equivalent to those of well-known and previously shown XBee devices. As can be seen, the transmitted power of the WiFi
hotspot is significantly higher. The frequency channel of both wireless systems has been chosen overlapped in order to interfere each other.

Figure 4.19. The ground floor of the Mathematics department created for 3D Ray Launching simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>ZigBee</th>
<th>WiFi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cuboid Resolution</td>
<td>$1 \times 1 \times 1$ m</td>
<td>$1 \times 1 \times 1$ m</td>
</tr>
<tr>
<td>Launched Ray Resolution</td>
<td>$1^\circ$</td>
<td>$1^\circ$</td>
</tr>
<tr>
<td>Permitted Reflections</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Transmitted Power</td>
<td>0 dBm</td>
<td>20 dBm</td>
</tr>
<tr>
<td>Channel Frequency</td>
<td>2.41 GHz</td>
<td>2.412 GHz</td>
</tr>
</tbody>
</table>

Table 4.4. Summary of 3D Ray Launching parameters.
In order to show the impact of the deployment of WSNs, three different wireless network configurations have been analyzed, for two, four and six ZigBee devices. The two device configuration corresponds to the antenna number 1 and 6; and the four device network to number 1, 2, 5 and 6. In Figure 4.20, bi-dimensional planes at height of 2 m for each of the mentioned network configurations are presented, in which the overall increase of current consumption of the transmitting devices placed at the scenario for each possible receiver location is represented. The typical short term variations of the received power due mainly to the multipath propagation lead also to a significant variation of the current consumption, which can be clearly seen in Figure 4.20. Also, as expected, when the number of devices in the network increases, the consumption of the transceivers decreases, as the coverage within the scenario is better.
Figure 4.20. Estimated overall current consumption increase, based on simulation results for different network configurations, (a) two devices (1 and 6), (b) four devices (1, 2, 5 and 6), and (c) six devices. (d) upper view of the scenario.

A significant parameter that is used in assessing systems that transmit digital data in a wireless link is the BER. As previously stated, the inclusion of this parameter estimated by the 3D Ray Launching algorithm provides valuable information in order to deploy a wireless communication system within complex scenarios. As an example, the BER values for this scenario have been estimated assuming QPSK modulation scheme, which can be obtained by the following expression:

\[ BER_{QPSK} = Q\left(\sqrt{2E_b/N_0}\right) \]

where \( E_b = PRX/R_b \). The received power (PRX) has been estimated with the aid of the 3D Ray Launching algorithm for each spatial sample in the considered scenario. With these values, the BER has been calculated.
for different values of data rate (Rb) (in this example 9.6 Kbps and 250 Kbps) and different interference source configurations operating within the scenario. With this method, both intra-system and inter-system interferences can be analyzed. As an illustrative example, the configuration of the ZigBee network plus the WiFi hotspot is presented, as shown in Figure 4.19. For that purpose, the device 1 has been set as transmitter, and the WiFi hotspot has been considered noise, as it transmits overlapping the ZigBee frequency channel (see Table 4.4). Figure 4.21 shows the estimated BER results for this particular configuration. As the considered transmitted interference level (20 dBm) is very high comparing to the transmitting signal power (0 dBm), very high BER values are obtained throughout the scenario, even more for higher transmission data rates (Figure 4.21). When possible, changing the frequency channel of some of the wireless communication systems present within the environment is the most effective way to avoid interferences. But in many cases the source of the interference is unknown or its configuration cannot be changed. In these cases, the transmitted power plays a key role. Increasing the signal output power or reducing the interference level lead to better BER results. In order to show the effect of changing these values, Figure 4.22 shows the new BER estimations, when the WiFi hotspot operates at an upper frequency channel, i.e. reducing the noise level at 2.41 GHz band due to the lower degree of overlapping between the operating frequency channels of WiFi and ZigBee. The depicted results of Figure 4.22 show how the BER values have been reduced for the new configuration. These kinds of results can be obtained for each particular scenario, taking into account variable parameters like transmitted power level, data rate, modulation scheme and noise level.
Figure 4.21. Estimated BER for different transmission data rates, (a) 9.6 Kbps, and (b) 250 Kbps.
Finally, as it has been previously shown for smaller scenarios, estimated SNR values can be obtained for the bigger scenario of Figure 4.19. For the estimations shown in Figure 4.23, the device 1 has been considered as transmitter and the WiFi hotspot as noise. The obtained SNR values at positions of device 2 and device 3 are represented, for different transmitted power levels of a real XBee device (x-axis).

Figure 4.22. Estimated BER when noise level decreases for different transmission data rates, (a) 9.6 Kbps, and (b) 250 Kbps.
Following the same methodology, urban environments have been also analyzed. Due to the intensive use of the wireless spectrum and the large density of multiple types of users that are expected to be present within this kind of environments, interference must be carefully controlled in order to optimize the performance of the deployed transceivers. With the advent of IoT and the concept of Smart Cities, in a typical zone of a dense urban area, a set of such transceivers of different technologies will be deployed: indoor, outdoor, static and in movement. This leads to a heterogeneous wireless environment, in which multiple types of traffic, with different bit rate, bandwidth and quality of service requirements will be deployed.

In order to perform the analysis of wireless channel performance within a dense urban environment, the scenario of Figure 4.24 has been implemented. The scenario represents a sub-set of a dense urban area, and consists of 6 buildings of 5 stories. The main simulation parameters used for the scenario are summarized in Table 4.5. Within the scenario, several sources, which are equivalent to wireless transceivers, have been placed in order to generate wireless traffic (useful traffic or interference, depending on the required analysis). The number of sources employed for this study has been 6, although there is no formal restriction in order to increase and hence, provide scalability in the
obtained results. All the 6 sources have been placed within the buildings, as can be seen in Figure 4.25.

Figure 4.24. Simulation Scenario corresponding to a section of buildings within the context of a city.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Launched Ray Resolution</td>
<td>1°</td>
</tr>
<tr>
<td>Permitted Reflections</td>
<td>6</td>
</tr>
<tr>
<td>Transmitted Power</td>
<td>30 dBm</td>
</tr>
<tr>
<td>Channel Frequency</td>
<td>2.4 GHz</td>
</tr>
</tbody>
</table>

Table 4.5. Summary of main 3D Ray Launching parameters.

Figure 4.25. Detail of wireless sources’ location within the scenario.
As an example, the estimated RF power distribution for the source represented by a red dot in Figure 4.25 is shown in Figure 4.26. The presented results correspond to a plane at height 1.5m. Based on these results, as it has been done for the previous cases, the current consumption (Figure 4.27) and SNR graphs (Figure 4.28) can be obtained.

**Figure 4.26.** RF power distribution for a plane of 1.5m height.

**Figure 4.27.** Current consumption increase depending on receiver position for the results of Figure 4.26.
The results shown in this section are specific examples of how the 3D Ray Launching radio propagation model can be used to obtain extra valuable data for environments where the coexistence of different wireless systems is a requirement. Typically, ray launching algorithms are used in the literature for obtaining received power level values within different kind of scenarios. In this work, in addition to this kind of results, the in-house developed 3D Ray Launching algorithm has been used in order to obtain channel quality estimations, with the aim of improving radio planning duties. For that purpose, estimations of current consumption, BER and SNR values are presented. The obtained results can aid in the identification of the optimal location for the deployment of wireless transceivers, in order to minimize power consumption and increase the overall service performance of wireless networks, taking into account variable parameters like transmitted power level, data rate, modulation scheme and noise/interference level. The proposed method will gain interest for the analysis of dense transceiver scenarios with complex topologies, typical of Context Aware applications, Smart City environments and within the IoT frame.
4.1.1 Human Body Effect

Some of the most promising wireless systems that are expected to grow in the near future are the WPANs (Wireless Personal Area Network) and WBANs (Wireless Body Area Network). A key element in this kind of wireless networks is the presence of human body and its effect on the transceivers placed on the body (wearable devices) as well as on the radio propagation within the environment, including the known Body Shadow Effect [Sch14]. Although the human body itself is not a noise source at the frequencies of operation that interest us, the presence of human beings within the environment (which is the most common situation in the framework of Context Aware scenarios) can affect significantly the radio propagation, changing the RF power distribution throughout the scenario, which in turn it can affect the overall performance of a deployed wireless communication system. For such analysis, a human body model developed by Dr. Erik Aguirre has been included in the 3D Ray Launching simulations [Agu12].

One of the environments that can take more advantage of the implementation of wearable and the deployment of WBANs is the health environment, where an efficient patient monitoring could be carried out, among other applications. This leads to the concept of e-Health, which is defined as the recollection and interchange of medical information through electronic devices and digital communication networks to provide essential information to doctors or users for the achievement of a best diagnosis and a fast action in case of emergency. To make this possible, a significant amount of technologies must work together to offer a transparent, or at least, the less obstructive possible service for the end user. This ease in usability must be reached in different levels, starting from the development of small-scale devices, enabling straightforward integration with user apparel. In this sense, wireless technologies which enable freedom of movements to users are essential. Taking this into consideration, energy usage profiles must be as efficient as possible to use small batteries and to reduce recharge times.

Based on these premises, some research prototypes have been
already developed and implemented on textile or on conventional materials. These prototypes are capable of measuring and monitoring a wide variety of physiological parameters. As an example, in [Lop10] a device uses textile sensors to obtain information about location, ECG, heart rate and body temperature in hospital environments. In [Mel11] a textile device is also used for monitoring sleep movements and detecting neurodegenerative diseases as Alzheimer or Parkinson. Regarding the transmission of the medical data acquired by those sensors, the most important wireless systems are WBANs [Seu13][Chi13][Lup13], where different wireless technologies are employed to transfer the sensed data to portable devices such as a tablet or a mobile phone, where the data will be stored and could be analyzed by a specific software capable of processing and showing all this information in the best way depending on the kind of information and end user. ZigBee [Roc14], Bluetooth [Won13] or RFID [Mal08] are the most widely used communication technologies in this application area, being essential the flexibility and energy autonomy offered by some of them. But standalone WBANs are suitable for remote monitoring applications and usually require other devices as getaways between them and other wireless networks, in order to have access to databases that will work with the data acquired by the sensors belonging to the WBANs. In this sense, the proliferation of smartphones has solved partially this issue, since most users have a device with multiple connectivity possibilities (Bluetooth, WiFi, HSPA, etc.). In fact, nowadays the most widely extended schema is the one that uses mobile phones as gateways [Mar09][Rah09].

All these wireless technologies and e-Health devices proposed for patient remote monitoring usually operate in complex indoor scenarios in terms of radio propagation, like hospital rooms and areas, or a patient home [Ara11][Pau09]. In these scenarios, the placement of the different devices that integrate the wireless communication system can determine the correct performance of the entire system. The fact that the human body is necessarily involved in the scenarios increases the complexity of the communication system analysis. Therefore, the theoretical study of WBANs using simulation tools, aids to determine
their feasibility as well as to improve the performance of the wireless system. In fact, the deployment of WBANs in indoor scenarios has been studied from different points of view in several works. In [Rob11] several WBAN indoor scenarios are studied through the measurement of Power Delay Profile (PDP). In [Abu12] empirical Path-loss model and measurement results are compared for different human parts and postures considering a ZigBee sensor network. Finally, in [Rob15] statistical WBAN channel characterization is carried out using a complete homogeneous body phantom.

In this work, a first approximation of how wearable devices position on the human body affect the radio propagation within a hospital environment is presented. A brief WBAN-based wireless channel analysis with the presence of people is also presented. Since hospital environment are complex and the performance of the systems depends strongly on the performance of the WBAN interacting with human bodies, the 3D Ray Launching simulation tool has been employed with the aim of studying the behavior of potential wireless e-Health devices of a WBAN, deployed on the mentioned in-house developed human body model.

Simulations have been carried out in different areas of the Emergency-department of the Hospital of Navarre, located in the city of Pamplona. In Figure 4.29 the outdoor view of the building is shown, where three different areas that have been studied are highlighted. On the one hand, within the smaller area (Figure 4.29a) the operation of a WBAN communication system attached to the human body and the behavior among different possible placements of the wearable device have been analyzed. On the other hand, the other two areas (Figure 4.29b and 4.29c) have been used for studying the radio propagation of a WBAN within the complete ground floor of the building. All these three scenarios contain concrete pillars, plasterboard walls, glass walls and glass windows, among other elements. Two different ISM band frequencies have been used in simulations based on the characteristics of typical WBAN technologies. In Table 4.6, the main parameters used in simulations are shown.
Figure 4.29. Outdoor view of the emergency building of the Hospital of Navarre: (a) First floor, (b) Entrance hall and (c) Medical boxes.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>ZigBee</th>
</tr>
</thead>
<tbody>
<tr>
<td>Launched Ray Resolution</td>
<td>1°</td>
</tr>
<tr>
<td>Permitted Reflections</td>
<td>6</td>
</tr>
<tr>
<td>Transmitted Power</td>
<td>10 dBm / 18 dBm</td>
</tr>
<tr>
<td>Frequency</td>
<td>2.4 GHz / 868 MHz</td>
</tr>
</tbody>
</table>

Table 4.6. 3D Ray Launching simulation parameters.

In Figure 4.30 the scenario corresponding to Figure 4.29a is depicted. The dimensions are 19.6 m × 16.6 m × 3.8 m and it has been divided into two different resolution areas in order to obtain more accurate results surrounding the human body and in turn to avoid possible divergence problems in the rest of the scenario, as well as not increasing the calculation time due to very small cuboids. The high resolution area (cuboids of 3cm) shown in Figure 4.30 has the dimensions of 0.55 m × 0.55 m × 3.8 m. The low resolution area (cuboids of 20cm) corresponds to the rest of the scenario. In order to study different communication configurations, antennas have been placed on the human body model as well as in the center of the scenario at a height of 0.7 m (see red points represented in Figure 4.30).
Figure 4.30. Schematic view of the scenario corresponding to Figure 4.29a, where the placements of the used antennas are represented (red points). The high-resolution area around the human body model is also highlighted.

In Figure 4.31 estimated RF power distribution is shown for the case of the antenna in the center of the scenario transmitting 10 dBm at 2.41 GHz. In order to see clearer the influence of the multipath propagation and the RF power variations that creates, in Figure 4.32 the received power in the linear paths between the transmitter and the three antennas placed on the human body are depicted. Note that human body position corresponds to x-axis value 4 m and the antenna placement corresponds to x-axis value 8.5 m (corresponding to the deployment shown in Figure 4.30). The multipath behavior of the propagated electromagnetic waves is more noticeable since the decrease of power does not exhibit a monotonically decreasing trend. The faster variations near the human body are due to the high resolution area.
Figure 4.31. Bi-dimensional RF power distribution when the antenna in front of the human body is emitting.

Figure 4.32. Received power vs. linear distance for the paths between the transmitter antenna and the antennas on the human body model (see Figure 4.30).

An easy way to see the previously mentioned Body Shadow Effect is to depict the PDP of a point between the transmitter antenna and the human body, and other point behind the human body, i.e. placing the body between the transmitter and the point under analysis. The PDPs
for these both points are represented in Figure 4.33. As expected, the influence of the human body is visible as fewer rays reach the point behind the human body, due to its dispersive nature and the high absorption rate of the human body, avoiding the arrival of many rays to the back area of the person.

![Power Delay Profile](image)

**Figure 4.33.** Power Delay Profile estimations considering two points located in front and behind the human body model.

The same analysis has been carried out, but now considering the three antennas on the human body (wrist, ankle and chest) as transmitters. Figure 4.34 shows the obtained RF power distributions at height of 1.27 m for the three cases. These results and the previous ones show that the location of the wearable device as well as the WBAN gateways that could be placed on the infrastructure affects how the signal will propagate within the scenario, and hence, the performance of the wireless communication. These facts should be taken into account for the design of potential applications where wearable devices are required. Even more important for the development of potential medical applications where patients or medical staff have to adopt a specific body position and orientation.
Now, the bigger scenarios of Figure 4.29b and Figure 4.29c have been simulated in order to study the link quality between a wearable device and a gateway device fixed on the infrastructure. The detailed schematic view of the scenarios is shown in Figure 4.35. Although the complete ground floor of the Emergency building has been created with all the 90 rooms and the real constitutive materials of walls, ceiling and floor, no furniture has been implemented since the building was new and empty when these simulations were performed. Instead, human body models have been randomly included in both simulation areas (see Figure 4.35). Two antennas have been placed emulating a wireless gateway: In the center of entrance hall (Tx 1 in Figure 4.35b) and in the aisle (Tx 2 in Figure 4.35c), both placed on the ceiling. In addition, two more antennas have been placed on the wrist of two human models (Tx 3 and Tx 4 in Figure 4.35c) emulating wearable devices. Note that Tx 3 is placed in the aisle and Tx 4 within a medical box. The gateways have been configured to transmit 18 dBm and wearable devices 10 dBm.
Once the received power distribution from the proposed transceiver locations has been obtained, the performance of the wireless links can be assessed in terms of Signal to Noise Ratio (SNR). As an example, the two wearable transceivers placed on the wrists of the patients as well as the node placed on the ceiling of the medical boxes zone have been evaluated (see Figure 4.35c). Both the uplink (from wearable mote to fixed node) and the downlink (from fixed node to wearable mote) communications have been analyzed. In Figure 4.36 the SNR values for the wireless communication link between the node placed on the ceiling and the patient within the aisle are shown. Figure 4.37 represents the same, but for the case of the patient within the medical box. The red dashed lines show the minimum SNR required for a successful communication at the indicated bit rates. Although the data rate for ZigBee communications is 250Kbps, other data rates have been taken into account in the study in order to gain insight in the effect of the noise on different configurations operating at different data rates.
These required minimum SNR values have been calculated by the following well-known Shannon’s equation:

\[
C = BW \times \log_2(1 + \frac{S}{N})
\]  

(4.1)

where \(C\) is the capacity of the channel in bps, \(BW\) the channel bandwidth (3 MHz for ZigBee) and \(S\) and \(N\) the received signal and noise power levels respectively. Firstly, is it worth noting how the SNR values of the uplink are lower than the values of the downlink for both Figure 4.36 and Figure 4.37. This is mainly due to the transmitted power differences between the wearable device and the fixed node at the ceiling. This fixed node has been configured to transmit 18 dBm, but the wearable has been configured to transmit 10 dBm since reducing the power consumption of devices powered by batteries is a desirable fact. Besides, the maximum transmitted power level for this kind of communications in some countries (e.g. in Europe) is 10dBm.

As it can be also observed in the figures, the influence of noise (i.e. electromagnetic interferences) present in the scenario is very relevant, which will have a great impact on the performance of the deployed WSN: Depending on the data rate required by the application running over the WSN, a minimum SNR value will be required, which could not be achieved if the noise level is high enough. For example, for the case of -40 dBm of background noise shown in Figure 4.36, if the wireless network needs to transmit at 250 Kbps, the downlink will do it successfully, but the uplink will fail, as it will scarcely transmit successfully at 125 Kbps. A solution for this situation is increasing the transmitted power, but it will lead to higher consumptions of the wireless motes, as well as increasing the electromagnetic noise level of the environment. Related to this, Figure 4.38 shows the effect of varying the transmitted power level for the mentioned case of -40 dBm of noise level from Figure 4.36. The graph shows how the obtained SNR values can be improved by increasing the transmitted power of the wireless motes, being decisive in many cases in order to achieve specific bit rates.
Figure 4.36. SNR values for the case of the patient within the aisle for different noise levels.

Figure 4.37. SNR values for the case of the patient within the medical box for different background noise levels.
Summarizing, this study has shown how the position of the wearable device affects the radio propagation and how it can influence the performance of the wireless link. Now, a new case study is presented in order to gain insight in how the presence of people within a specific scenario where a WSN is operating can affect the radio propagation, and hence the overall performance of the WSN. The scenario chosen for performing this study is a Judo training venue, since it is a complex environment where different density of human beings can be present. Besides, it is an interesting and novel environment for the development of potential wireless systems where wearable devices could have a major importance.

As Judo is one of the most spread martial arts in the world, there is a huge variety of different training venues where judo is practiced. All these venues usually have some common aspects (such as having a tatami), but in general, each training venue has specific morphological aspects, making them unique complex indoor scenarios in terms of radio propagation due to the size of the venue itself and the presence of different furniture elements (e.g., cupboards, benches, chairs), columns, pads and other elements and equipment that can be found within
training gyms, which will have a strong influence in the propagation of the electromagnetic waves as they generate phenomena such as reflection, refraction and diffraction. Therefore, the deployment of WSNs in such environments requires a previous radio planning work, especially considering that electromagnetic interferences created by other wireless sources such as personal portable devices and other wireless systems such as WiFi or other WSNs are likely to happen, making the coexistence in such indoor environments a complex task. Furthermore, in addition to the morphology of the training venues and the potential interferences, the presence of human beings within the scenario is a major issue in terms of radio propagation, especially taking into account that the person density in this kind of scenarios can be high as many judokas can be practicing and exercising at the same time.

The scenario where the study has been carried out is a gym located in the facilities of the Public University of Navarre. The dimensions of the scenario are 18 m (long) × 8 m (wide) × 4.8 m (height) and it contains a tatami of 17.5 m × 6 m, where judo is practiced. As happens in many judo training venues, other sports and physical activities are also practiced, therefore, the scenario contains typical elements easily found in many indoor training environments, such as a punching bag, big foam balls, doors, columns, a mirror and some furniture elements such as small lockers and shelves. All these elements make the scenario a complex indoor environment in terms of radio propagation, as the number of reflections, refractions and diffractions will be increased, making the multipath propagation the main phenomenon within the scenario, much more when persons are present. Figure 4.39 shows the real scenario and the schematic view of the scenario created for the 3D Ray Launching simulations.
Figure 4.39. (a) Real scenario under analysis; (b) Schematic view of the created scenario for 3D ray launching simulations.

Apart from the real size of the different elements of the scenario, the materials of all the objects within the scenario have been carefully chosen in order to obtain an electromagnetic behavior as closer as possible to the real materials. Table 4.7 shows the main materials used for the definition of the objects within the scenario, which both their relative permittivity and conductivity at the frequency of operation of the wireless system have been obtained from [Kom12]. As the main objective of this work is to analyze the effect of the presence of persons
on the radio wave propagation, the definition of the scenario has been completed with the inclusion of the in-house developed human body computational model presented previously. Thus, in addition to analyzing the effect of the presence of people on the radio propagation, the inclusion of the human body model permits the propagation study of wearable devices.

<table>
<thead>
<tr>
<th>Material</th>
<th>( \varepsilon_r )</th>
<th>Conductivity (S/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tatami</td>
<td>3</td>
<td>0.2</td>
</tr>
<tr>
<td>Concrete</td>
<td>25</td>
<td>0.02</td>
</tr>
<tr>
<td>Aluminum</td>
<td>2.2</td>
<td>( 37.8 \times 10^6 )</td>
</tr>
<tr>
<td>Polypropylene</td>
<td>3</td>
<td>0.11</td>
</tr>
<tr>
<td>Foam</td>
<td>1.4</td>
<td>0.021</td>
</tr>
<tr>
<td>Brick</td>
<td>4.44</td>
<td>0.11</td>
</tr>
<tr>
<td>Door</td>
<td>5.84</td>
<td>0.06</td>
</tr>
<tr>
<td>Glass</td>
<td>6.06</td>
<td>( 10^{-12} )</td>
</tr>
<tr>
<td>Plasterboard</td>
<td>2.02</td>
<td>0</td>
</tr>
</tbody>
</table>

*Table 4.7. Material properties defined for the 3D ray launching simulations. Data obtained from [Kom12].*

Once the scenario for the 3D ray launching has been created, the simulation parameters regarding the launching of rays and the wireless communication such as frequency of operation, antenna gain or cuboids size have to be defined. In Table 4.8 the main parameters are shown, which have been the same for all the simulations performed in this work. It is worth noting that the parameters have been chosen in order to match those of the real ZigBee-based devices and antennas used for the measurement campaign shown in the following paragraphs.
Firstly, the validation of the 3D Ray Launching simulations for its use in the presented scenario has been carried out. For that purpose, a measurement campaign within the real scenario has been made in order to compare these measurement results with those obtained by the 3D Ray Launching. On one hand, a ZigBee-compliant XBee-Pro module with a 1.5 dBi gain monopole antenna mounted on an Arduino board has been used as a transmitter (see Figure 4.40a). It has been connected to a laptop via USB cable and placed on a standing judoka’s chest, at 1.35 m height. The wireless mote has been configured to operate at 2.41 GHz, which corresponds to the channel 12 of the IEEE 802.15.4 standard. The transmitted power level has been set to 10 dBm and the bitrate to 250 Kbps, with the ‘Serial Interface Data Rate’ set to 125 Kbps (bauds per second). On the other hand, an OAN-1070 monopole 7 dBi gain antenna for ISM 2.4 GHz band operation connected to an Agilent FieldFox N9912A portable spectrum analyzer has been used as receiver. Figure 4.40 shows both the transmitter mote and the receiving antenna. Before the measurement campaign, a spectrogram has been measured in the center of the scenario under analysis in order to evaluate if any interference could affect the transmission over the chosen wireless channel. It has been measured with the antenna shown in Figure 4.40b connected to the Agilent FieldFox N9912A portable spectrum analyzer. Figure 4.41 illustrates the obtained spectrogram. As
can be seen, there is not any signal interfering the wireless channel 12, which is centered at 2.41 GHz with a bandwidth of 3 MHz.

![XBee-Pro module used as transmitter](image1)
![2.4–2.5 GHz band monopole antenna used as receiver](image2)

**Figure 4.40.** (a) XBee-Pro module used as transmitter; (b) 2.4–2.5 GHz band monopole antenna used as receiver.

![Measured spectrogram within the scenario under analysis for the ZigBee channel 12](image3)

**Figure 4.41.** Measured spectrogram within the scenario under analysis for the ZigBee channel 12.
The configuration of the scenario for the radio propagation measurements is represented in Figure 4.42, where the standing judoka with the transmitter on the chest can be seen. The white dashed lines represent the linear distance where the measurements have been taken. The height is 1.35 m, the same height of the transmitter on the chest. The measured power level values are depicted in Figure 4.43, where the comparison with the estimations obtained by the 3D Ray Launching method is shown. Besides, estimations by traditional empirical models such as COST-231 and ITU-R P.1238 are included in the graph in order to compare them with the in-house 3D Ray Launching simulation tool. As can be clearly seen in Figure 4.43, the empirical models follow the tendency of the measurements curve, but they do not fit it properly due to the rapid variations of the received power, which is due to the multipath propagation. Besides, the empirical models do not take into account the effect of the presence of the judoka. Thus, the estimated power levels for x-axis negative values (i.e., behind the judoka) obtained by the Cost-231 Multiwall and ITU-R F.1236 empirical models are worse since the losses due to the human body are not taken into account (see Figure 4.43b,c). On the contrary, the 3D ray launching algorithm takes into account all the elements within the scenario, including the judoka, and its estimations fit very well the variations observed in measurements. In fact, taken into account the 100 measurement points represented in Figure 4.43, the mean error between measurements and 3D Ray Launching estimations is 0.76 dB, with a standard deviation of 2.07 dB.
Figure 4.42. Upper view of the scenario presented in Figure 3 with the position of the transmitter element and the linear distances where the measurements have been taken (white dashed lines).

Center Linear Distance vs. Received Power

(a)
Figure 4.43. Linear distance vs. received power level corresponding to the dashed lines depicted in Figure 4.42: (a) Center; (b) Right side; (c) Left side; (d) Behind columns.

As the aim of this work is to assess the impact of the presence of persons within this kind of scenario, once the validity of the results obtained by means of the 3D Ray Launching algorithm for the scenario without people (except the judoka with the transmitter) has been made, new measurements and simulations with the inclusion of an extra human being (placed 2 m in front of the judoka with the transmitter) have been performed in order to validate the inclusion of the in-house developed human body model. Figure 4.44 shows the position of the persons and the new measurement points, represented by white numbers (from 1 to 12). The measurement points are at the height of 1.35 m. Figure 4.45 shows the comparison between measurements and 3D Ray Launching simulations. In addition to the results with the inclusion of the person in front of the transmitter, the results without that person are also shown. Thus, besides the accuracy of the obtained
estimations, the effect of introducing a person can be seen. As expected, the received power level is lower when the extra person is included in the scenario. It can be also seen that the accuracy of the estimations is also high when the human model is included in the simulated scenario.

![Image](image.jpg)

**Figure 4.44.** Upper view of the scenario with the new measurement configuration. The white numbers represent the measurement points.

![Image](image.jpg)

**Figure 4.45.** Measurements vs. 3D Ray Launching simulation results, both for the presence of an extra person and without the person. The measurement points correspond to those shown in Figure 4.44.
In order to gain insight on the assessment of the impact of the presence of persons within the scenario, further simulations have been performed. For that purpose, a XBee-Pro transmitter has been placed on the chest of a judoka (represented by a red dot in Figure 4.46), at 1.35 m height, and a receiver has been placed on the small lockers at height of 0.8 m (represented by a red dot in Figure 4.46), emulating a wireless link between a wearable wireless sensor and a laptop acting as a sink, receiving the information of the deployed WSN.

Three different cases have been simulated, maintaining both the transmitter and the receiver in the same place, but changing the person density within the scenario. The three cases are with the only presence of the person who has the transmitter, the presence of 10 persons and the presence of 30 persons. All simulations are static. The distribution of the persons throughout the scenario has been chosen randomly, but taken into account that some of them represent training Judokas (placed on the tatami) and others represent people outside the tatami. Figure 4.46 shows the upper view of the scenario with the three different simulated cases. The simulations with persons have been carried out with the aid of the previously mentioned in-house developed human body model.
As it is previously stated, the parameters used for the 3D Ray Launching simulations have been chosen to match the characteristics of ZigBee-compliant XBee-Pro devices operating at ISM 2.4 GHz band. Figure 4.47 shows the bidimensional plane of the estimated received power level at 0.8 m height (i.e., the height of the receiver) for the three cases under analysis. Both the position of the transmitter and the receiver are represented by white dots with the text ‘TX’ and ‘RX’
respectively. Note that the position of the transmitter has been drawn although its real position is at height 1.35 m. The short term variation of the received power due to multipath propagation seen in Figure 4.43 can be also seen throughout the scenario. As the multipath propagation has a strong impact on the received power level, even more in the zones where the surrounding obstacles affect the LoS, two power delay profiles (PDP) are presented in Figure 4.48 for the case without persons in order to gain insight in this matter. Specifically, one PDP corresponds to a point just in front of the transmitter on the Judoka’s chest at a distance of 10 m. The second one corresponds to the point where the receiver is placed (see Figure 4.46). It can be clearly seen how the first components arrive earlier to the position in front of the transmitter due to the LoS and the shorter distance. Besides, less multipath components and with lower power level arrive to the receiver location, as it is expected due to the surrounding obstacles. In addition, a dashed red line is depicted to show which components have a power level lower than the sensitivity of the used XBee-Pro modules.

Regarding the effect of the presence of persons, the difference between the case without persons and with 30 persons can be clearly seen, as the received power decreases at higher distances. On the contrary, the difference between the case without persons and with 10 persons is hard to note with a naked eye. In order to gain insight in the effect of the presence of persons, in Figure 4.49 the difference between the received power plane for the case without persons and the cases with persons is represented. As expected, the difference for the case of 30 persons is much bigger than for the case of 10 persons. Even so, the differences for the case of 10 persons are significant in terms of wireless channel quality for many points in the scenario, as the decrement of few dB in the received power can lead to a failure in the wireless communication due to either a received power level lower than the sensibility of the receiver device or an insufficient SNR value.
Figure 4.47. Estimated RF power distribution planes for the transmitter on the Judoka’s chest, (a) without persons; (b) with 10 persons; (c) with 30 persons.
Figure 4.48. Power delay profiles at two different positions: (a) In front of the transmitter on the judoka’s chest at a distance of 10 m; (b) At the receiver location.
Figure 4.49. Received power level difference for the bidimensional plane at 0.8 m height between the results without persons and (a) with 10 persons; (b) with 30 persons.

Once the effect of the presence of persons within the scenario under analysis in terms of received power level has been performed, how these results can affect the deployment of wireless transceivers in terms of data rate and energy consumption is presented. Firstly, the estimated
received power values give the information needed in order to know if a specific wireless transceiver will receive the required minimum signal power to have a successful communication with the transmitter. This minimum signal power is given by the sensitivity of the transceivers. In this case, the XBee-Pro modules have a sensitivity of −100 dBm, which is surpassed by the received power for almost all the points throughout the whole scenario. But this is not enough to have a successful wireless communication between the transmitter and the potential receiver, as electromagnetic interference is likely to be present in such a scenario, even more in a future context aware scenario framed by the IoT and Smart City environments. In order to show the impact that interferences could have on the wireless communication within judo training environments, as an example, four WiFi access points have been placed in the scenario, fixed to the ceiling (height of 3.9 m), emitting 20 dBm at the same frequency of operation of the ZigBee motes. The ZigBee transmitted power level has been set to 10 dBm. The location of the WiFi access points as well as the estimated WiFi power distribution at the height of 0.8 m for each access point is presented in Figure 4.50, for the case without persons. In order to assess if the ZigBee communication can be successfully achieved when those WiFi access points are transmitting, the relation between the received ZigBee signal power and the interference produced by the WiFi access points has been calculated, i.e., the SNR. Note that both the WiFi access points and the ZigBee motes usually transmit traffic burst, not continuously. Therefore, the interference between those two wireless systems happens when both systems transmit at the same time, i.e., when collision of both signals happen. For this particular case, the required minimum SNR for a successful ZigBee communication is −12.26 dB, calculated by equation 4.1. Table 4.9 shows the simulation results of the received ZigBee signal power level as well as WiFi interference levels at the receiver location (Rx), and in Figure 4.51 the estimated SNR values at receiver position for the different WiFi access point positions are depicted. The dashed red line represents the previously calculated minimum SNR value of −12.26 dB. As can be seen, the potential positions of the wireless transceivers, both the motes of our network
and the interfering devices, have a great impact on the performance, which at the same time will depend strongly on the morphology of the scenario.

<table>
<thead>
<tr>
<th>WiFi Location</th>
<th>ZigBee Signal level (dBm)</th>
<th>WiFi Interference level (dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WiFi 1</td>
<td>-64.12</td>
<td>-51.16</td>
</tr>
<tr>
<td>WiFi 2</td>
<td>-64.12</td>
<td>-71.11</td>
</tr>
<tr>
<td>WiFi 3</td>
<td>-64.12</td>
<td>-68.99</td>
</tr>
<tr>
<td>WiFi 4</td>
<td>-64.12</td>
<td>-48.91</td>
</tr>
</tbody>
</table>

Table 4.9. Simulation results at receiver point (Rx) for ZigBee transmitting 10 dBm and WiFi transmitting 20 dBm.
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(b)
Figure 4.50. WiFi power distribution for the bidimensional plane at 0.8 m height for the case without persons. The red dots represent the WiFi access point locations.

Figure 4.51. Estimated SNR values at receiver position for different WiFi access point positions, for different ZigBee transmitted power levels.
In order to gain insight in how the presence of human beings affects the performance of a ZigBee communication in terms of SNR, the WiFi 4 position has been taken as an example and in Figure 4.52 the SNR calculated at the receiver position (Rx) for the three cases without persons, with 10 persons and with 30 persons is presented. The x-axis indicates different transmission power levels for the ZigBee sensor of the judoka’s chest. Note that although the European regulations allow transmitting up to 10 dBm, the inclusion of higher transmitting power levels in the analysis is due to the limitations are different in some other parts of the world and there are commercial devices which can transmit higher power level (e.g., the XBee-Pro modules used in this work, which transmit up to 18 dBm). Table 4.10 shows the simulation results of the received signal power levels as well as WiFi interference levels at the receiver location (Rx) when ZigBee transmits 10 dBm. As can be seen, for the WiFi 4 position, the received WiFi signal is not affected by the inclusion of persons, which is mainly due to the shorter distance between the WiFi access point and the receiver. But the received ZigBee signal is affected significantly, which is expected as in the case under analysis the included persons are in the path between the ZigBee transmitter and the receiver. Back to Figure 4.52, the difference between the cases without persons and including persons is due mainly to the lower ZigBee signal power received at the Rx point, which lead to a lower SNR value. As expected, the SNR increases when the transmitting power levels are higher. But it is worth noting that the 250 Kbps data rate is not achievable transmitting 10 dBm or less when collision between the WiFi and ZigBee happens. Increasing the transmitting power level above 10 dBm will avoid that problem, but at the expense of a higher energy consumption of the transmitter, which is likely to be powered by batteries. Instead, the proposed method based on the 3D Ray Launching algorithm can aid in finding an optimized WSN deployment, in order to obtain optimized transceiver placement in terms of achievable data rate as well as energy consumption.
Figure 4.52. Estimated SNR values for different configurations of the Tx-Rx wireless link when the WiFi 4 access point is interfering.

<table>
<thead>
<tr>
<th>Human Density Case</th>
<th>ZigBee Signal level (dBm)</th>
<th>WiFi Interference level (dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Persons</td>
<td>−64.12</td>
<td>−48.91</td>
</tr>
<tr>
<td>10 Persons</td>
<td>−77.85</td>
<td>−48.91</td>
</tr>
<tr>
<td>30 Persons</td>
<td>−86.08</td>
<td>−49.02</td>
</tr>
</tbody>
</table>

Table 4.10. Simulation results at receiver point (Rx) for ZigBee transmitting 10 dBm and WiFi transmitting 20 dBm.

The presented results show that in addition to the placement of the wireless transceivers (transmitters as well as receivers), which has a great impact on the power distribution throughout the scenario, the presence of persons is an important factor that has to be taken into account in order to obtain an optimized deployment of a ZigBee WSN. In fact, the high density of persons that can be found in this kind of scenarios can be a determining factor in the performance of the deployed ZigBee-based WSN in terms of achievable data rate and energy consumption.
4.1.2 Acceleration Technique

At this point of the work, it has been shown how accurate and valid the in-house developed 3D Ray Launching algorithm is. Although this simulation technique obtains results in a reasonable amount of time comparing to other deterministic methods, the computational cost could be quite high in some scenarios (e.g. a few days).

Searching for a way that could reduce the computational time and which maintains the accuracy of this 3D Ray Launching algorithm, a novel hybrid simulation method based on the combination of the in-house developed 3D Ray Launching algorithm and a Collaborative Filtering (CF) technique has been developed with the collaboration of the Universitat de Rovira i Virgili. The following presented methodology gains importance when dense wireless networks are deployed within complex scenarios, which will be very common in the frame of IoT and Context Aware environments.

In this section of the manuscript, this novel approximation based on the combination of the in-house developed 3D Ray Launching code and a Collaborative Filtering (CF) technique is used to analyze the performance of wireless systems emulating a Context Aware scenario. The application of the presented method, in combination with new optimizing algorithms [Ahm15][Cam15][Jai15], will enhance the WSNs performance in Context-Aware environments.

The first step for developing the hybrid method has been to set two different 3D Ray Launching simulation configurations in order to fit the CF method with results: High Definition (HD) simulations and Low Definition (LD) simulations. HD simulations use parameters usually set to obtain accurate estimations in indoor environments. On the contrary, LD simulations provide less accurate estimations, but the computational cost is much lower. The main parameters that have been used for both LD and HD simulations are summarized in Table 4.11.
Table 4.11. Parameters for the 3D Ray Launching HD and LD simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>LD</th>
<th>HD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>2.4 GHz</td>
<td>2.4 GHz</td>
</tr>
<tr>
<td>ZigBee Transmitted Power</td>
<td>0 dBm</td>
<td>0 dBm</td>
</tr>
<tr>
<td>WiFi Transmitted Power</td>
<td>20 dBm</td>
<td>20 dBm</td>
</tr>
<tr>
<td>Antenna Gain</td>
<td>1.5 dBi</td>
<td>1.5 dBi</td>
</tr>
<tr>
<td>Diffraction enabled</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Horizontal plane angle resolution ($\Delta \Phi$)</td>
<td>2º</td>
<td>1º</td>
</tr>
<tr>
<td>Vertical plane angle resolution ($\Delta \theta$)</td>
<td>2º</td>
<td>1º</td>
</tr>
<tr>
<td>Maximum permitted reflections</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Cuboids Resolution</td>
<td>10cm</td>
<td>10cm</td>
</tr>
</tbody>
</table>

The CF technique is a kind of Recommender System (RS) [Gol92]. RS are a family of techniques used to manage and understand the information created by users in Web 2.0 websites and to allow them to obtain recommendations about products and services [Res97]. RS help users to distinguish between noise and profitable information, hence achieving their goals more efficiently. Moreover, thanks to RS, companies increase their revenue, reduce their costs and provide better services to their customers.

Regarding the CF technique, its aim is to make suggestions on a set of items ($I$) (e.g. books, music, films or routes), based on the preferences of a set of users ($U$) that have already acquired and/or rated some of those items. In order to make recommendations (i.e. to predict whether an item would please a given user) CF methods rely on large databases with information on the relationships between sets of users and items.

These data take the form of matrices composed by $n$ users and $m$ items, and each matrix cell $(i,j)$ stores the evaluation of user $i$ on item $j$. Recommendations provided by CF methods make the assumption that similar users are interested in the same items. Hence, $u_a$’s high rated items could be recommended to user $u_b$ if $u_a$ and $u_b$ are similar. CF methods are classified into three main categories according to the data they use: (i) memory-based methods, which use the data matrix with all entries, ratings and relationships, (ii) model-based methods, which
estimate statistical models and functions based on the data matrix, and (iii) hybrid methods, which combine the previous methods with content-based recommendation [Su09].

In this work a memory-based approach has been used in order to finely tune (recommend) the results obtained by LD simulations and produce better values that resemble HD simulations in much less time. This CF approach is divided in two steps: neighborhood search and recommendation/prediction computation. In the Neighborhood search phase, given a user \( u_a \in U \), similarity functions are used to determine the users that are most similar to \( u_a \) (i.e., the neighborhood of \( u_a \)). In the Recommendation/Prediction computation phase, the neighborhood of \( u_a \) is determined and a recommendation is made using well-known methods such as the ones proposed in [Su09].

**Applying Collaborative Filtering on 3D Ray Launching simulations:**

The RF power distribution results obtained by the 3D Ray Launching technique are represented as matrices with dimensions \( n \times m \). Without loss of generality, each matrix \( M_{n \times m} \) is represented as a row vector \( V \) that results from the concatenation of all rows of \( M \). Each scenario may contain different sets of obstacles and materials. The goal is to predict (recommend) values that LD simulations are unable to compute properly due to their low resolution. In order to do so, a memory-based CF method with two stages was suggested. Those stages are: (i) knowledge database creation and (ii) values prediction.

**Knowledge database creation:** This stage consists in the creation of a database that will be later used to predict missing values in LD simulations (in the second stage). For each scenario represented by a vector \( V = (v_1, v_2, \ldots, v_{LV}) \), with length \( LV \), a collection of sub-vectors is created, with fixed length \( LS_V \), \( SV = \{sv_1, sv_2, \ldots, sv_{(LV-LS_V+1)}\} \) so that \( sv_i = (v_i, v_{i+1}, \ldots, v_{i+LS_V}) \) \( \forall i | LV-LS_V + i \geq 0 \). Figure 4.53 shows how sub-vectors with \( LS_V = 3 \) are generated from a given vector scenario \( V \). This process results in a database comprising fixed-length sub-vectors that are used as patterns representing a variety of scenarios. Note that several databases with different sub-vector lengths containing as much
scenarios as wanted can be created. Also, it is worth noting that this procedure has been applied to vectors of LD simulations and their corresponding HD counterparts. As a result, the databases contain LD patterns/vectors that are correlated/associated with their corresponding HD counterparts.

![Graphical scheme of sub-vectors generation.](image)

**Figure 4.53.** Graphical scheme of sub-vectors generation.

**Values prediction:** Given a LD simulation $S$ with missing/null values, the goal is to predict them so that they are as similar as possible to the values that would have been obtained in a HD simulation. First, $S$ is divided in sub-vectors of a chosen length $L_{SV}$ (like in the previous step). For each sub-vector containing missing values, the $k$ most similar sub-vectors in the LD knowledge database (created in the previous step) are found. Then, their corresponding HD sub-vectors are retrieved and the missing values in $S$ are replaced by the average of those HD values.

In order to compute the similarity between sub-vectors, the Euclidean distance over non-missing values has been used. A graphical representation of this procedure is depicted in Figure 4.54. The prediction procedure is first applied by rows and then by columns and the average of the outputs is computed. It is worth mentioning that the prediction procedure is applied for each sub-vector length. Hence, different outcomes depending on $L_{SV}$ are obtained.
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Figure 4.54. Illustration of the procedure of predicting missing values.

Now, a scenario has been chosen in order to apply the novel 3D Ray Launching – CF hybrid method. The scenario is shown in Figure 4.55, which is the same scenario of Figure 3.22, where the results obtained by the 3D Ray Launching have been already presented and validated in section 3.2.2 of this work.

Figure 4.55. Top view of the scenario under analysis.
Due to the increasing number of wireless systems and applications based on CA environments, scenarios like the apartment studied in this work are expected to need a large number of wireless devices deployed in quite small areas. In order to emulate a dense wireless network, a 56-device ZigBee network has been distributed throughout the apartment. Those devices could be either static or mobile and wearable devices. In Figure 4.55 the distribution of the devices can be seen: ZigBee End Devices (ZED) are represented by red dots and ZigBee Routers (ZR) by green dots, which emulate the devices that will receive the information transmitted by the ZEDs included in their own network.

A WiFi access point (black dot) and a WiFi device (blue dot) have been also deployed within the scenario. In the real scenario, there is a WiFi access point in the same place. These wireless elements, which are very common in real scenarios, could interfere with a ZigBee network. In order to gain insight into this issue, two spectrograms have been measured in the aisle of the real scenario. First, a spectrogram with only the WiFi access point operating has been measured. Then, an operating XBee Pro mote has been measured, with the WiFi access point off. Figure 4.56 shows both spectrograms. The XBee Pro module is operating at the lowest frequency band allowed for these devices, and it can be seen how its spectrum overlaps the WiFi signal. Both the WiFi and ZigBee can be configured to operate at other frequency bands, but taking into account that the bandwidth of the WiFi signal is wider than the ZigBee signal and in an AAL environments a lot of ZigBee-based network could be deployed, each one operating at different frequency band, it is likely that overlapping between wireless systems in this kind of scenarios occur.

Therefore, in addition to the performance of a WSN in CA environments in terms of received power distribution, the assessment of the non-desired interferences is a major issue, especially in complex indoor environments where many wireless networks coexist and where radio propagation phenomena like diffraction and fast fading are very strong. The effect of these phenomena, as well as the topology and morphology of the scenario under analysis, can be studied with the previously presented simulation method. The deployment of ZigBee-
based WSNs is versatile and allows several topology configurations such as star, mesh or tree. Besides, due to the wireless inherent properties and the size of the motes, their position as well as the network topology itself can be easily changed and reconfigured. Thus, very different networks and sub-networks can be found in a single CA environment.

On the other hand, the undesirable interference received by those wireless motes could have different sources such as electromagnetic noise produced by electric appliances, but it is mainly generated by other wireless communication systems and devices, as it is shown in Figure 4.56. With the aim to show the usefulness of the presented hybrid simulation method for the analysis of interferences, 3 different situations for the wireless communication between a ZED and a ZR deployed in the scenario under analysis have been analyzed, namely an intrasystem interference case, a ZigBee intersystem case and a WiFi intersystem case. The interference level produced by the correspondent sources of the 3 case studies is respectively shown in Figure 4.57, Figure 4.58 and Figure 4.59, where the estimations obtained by both the HD Ray Launching simulations and the hybrid LD Ray Launching + Collaborative Filtering (LD+CF) method are shown. Note that in all the cases, the interference will occur only when the valid ZED and the interference sources transmit simultaneously and the frequency bands overlap. For the intrasystem interference case (Figure 4.57), a ZED

![Spectrograms in the real scenario: (left) WiFi access point only, (right) XBee Pro module only.](image)

*Figure 4.56.* Spectrograms in the real scenario: (left) WiFi access point only, (right) XBee Pro module only.
within the same network of the valid ZED-ZR devices has been chosen to act as interference source (cf. Figure 14). For the intersystem interference analysis, two different configurations have been studied. On the one hand, 4 ZigBee modules of another network deployed within the scenario act as interference sources: Figure 4.58 shows the interference level when the 4 ZEDs (at 1m. height) transmit simultaneously. On the other hand, 2 WiFi devices, placed at (X=7, Y=5, Z=0.8) and (X=0.5, Y=1.3, Z=1.1), act as interference sources: It can be observed in Figure 4.59 that the interference level is significantly higher than in the previous cases. This is due to the transmission power of the WiFi devices, which has been set to 20dBm (i.e., the maximum value for 802.11 b/g/n 2.4GHz), while the ZED’s has been set to 0dBm. In all the cases, the morphology of the scenario has a great impact in the interference level that will reach the ZR. The number of interfering devices and their transmission power level will also be key issues in terms of received interference power. Once more, it can be seen that an adequate and exhaustive radio planning analysis is fundamental to obtain optimized WSN deployments. Not only in the traditional way of calculating the RF power distribution of the deployed devices, but also analyzing the interference level within the environment.

Figure 4.57. Received intrasystem interference level at 2.4m height when a second ZED in the kitchen (X=4.7m, Y=6.3m, Z=1m) is transmitting: (a) HD results and (b) LD+CF estimations.
Figure 4.58. Received ZigBee intersystem interference level at 2.4m height when four ZEDs belonging to a network in the Bedroom1 are transmitting: (a) HD results and (b) LD+CF estimations.

Figure 4.59. Received WiFi interference level at 2.4m height: (a) HD results and (b) LD+CF estimations.

Based on the previous results, SNR (Signal to Noise Rate) maps have been obtained. The SNR maps provide very useful information about how the interfering sources affect the communication between two elements, making easier to identify zones where the SNR is higher, and hence, better to deploy a potential receiver. Figure 4.60 shows SNR maps for the analyzed 3 interference cases. For some applications, it might not be possible to choose the receiver’s position, nor the position of other wireless emitters. In those cases, instead of using SNR maps, estimations of SNR level at the specific point where the receiver is placed are calculated. Figure 4.61 shows the SNR value at the position of the ZR for the studied cases. Note that the x-axis represents possible
transmission power levels of the valid ZED. Again, the estimations by the HD ray launching as well as estimated values by LD+CF are shown in order to show the similarity between both methods in terms of predicted values. The red dashed lines in the figure represent the minimum required SNR value for a correct transmission between the valid ZED and the ZR at 256 Kbps and 32 Kbps. As it can be seen in Figure 18, for the analyzed ZigBee intersystem interference case (green curve), estimations show that it is likely to have no problem and the transmission will be done at the highest data rate (256 Kbps), even for a transmission power level of -10dBm. For the intrasystem case (black curve), a communication could fail when the transmitted power decay to -10dBm, where the SNR value is not enough to transmit at 256 Kbps, while the transmission will be successful at lower data rates. Finally, under the conditions of the 2 WiFi devices interfering the ZED-ZR link, the communication viability depends strongly on the transmission power level of the valid ZED, even for quite low data rates, as the noise level produced by the WiFi devices transmitting at 20dBm is high. It is important to note that these SNR results have been calculated for a specific case with specific transmission power levels of the involved devices. Due to the large variability in the possible combinations of the previous factors (number, position and transmission power of interfering sources as well as valid communicating devices, the required data rates, the morphology of the scenario, etc.), the design procedure is site-specific, and therefore, the estimated SNR will vary if the configuration of the wireless networks present in the scenario change. Therefore, the presented simulation method can help estimating the SNR values at each point of the scenario for any WSN configuration, allowing the designer to make the correct decision in order to deploy and configure the wireless devices in an energy-efficient way.
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**SNR for Intrasystem Interference**

(a)

**SNR for ZigBee Intersystem Interference**

(b)
SNR for WiFi Intersystem Interference

Figure 4.60. SNR maps for the 3 different interference sources acting over the valid ZED: (a) Intrasystem, (b) ZigBee intersystem, and (c) WiFi.

Figure 4.61. Estimated SNR values at ZR for 3 different interference cases.
The previous results have shown that the estimations of the hybrid LD+CF proposal are similar to those obtained with 3D Ray Launching HD simulations. Next, we summarize how these results have been obtained and we evaluate, in detail, the difference between the computationally cost HD simulation and the fast LD+CF approach.

**Knowledge Database Creation:** In order to create the knowledge databases used by the LD+CF method, 16 different scenarios have been simulated with 30 to 40 layers, each containing a variety of features (i.e. corridors, columns, walls, doors and furniture). Each scenario has been simulated in LD and HD. With these simulations results, five LD knowledge databases with $L_{SV} = 11, 9, 7, 5$ and $3$, and their five HD counterparts have been created. Each knowledge database contains approximately one million patterns/sub-vectors. In this study, the scenario under analysis has similar characteristics than those used for the creation of the databases. The dimensions and density of obstacles of the scenario under analysis are summarized in Table 4.12. Rows and Columns refer to the planar dimensions of the scenario (i.e., the dimensions (x, y) of the matrices analyzed/used by the CF method). The Layers row indicates the number of matrixes, i.e., the height (z) of the scenario. Finally, the Density row shows the percentage of the volume of the scenario occupied by obstacles.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Rows</th>
<th>Cols</th>
<th>Layers</th>
<th>Density %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>91</td>
<td>73</td>
<td>27</td>
<td>9.497</td>
</tr>
</tbody>
</table>

Table 4.12. Dimensions and characteristics of the scenario under analysis.

**Accuracy and benefits of the Collaborative Filtering approach:** With the aim of analyzing the accuracy and performance of the LD+CF approach, different prediction strategies have been applied for the scenario under analysis (see Table 4.13). For instance, Strategy 1 uses the previously created knowledge database with $L_{SV} = 11$ to compute predictions, in Strategy 2 $L_{SV} = 9$ and so on. In all cases, an aggregator value $k=25$ is used. Hence, for each missing value of an LD simulation,
the CF approach finds the $k=25$ most similar sub-vectors and compute their average to predict the missing value. Although the CF approach significantly helps to improve the quality of the LD simulation, it does not always predict the exact same value of the HD simulation. In order to compute this discrepancy the well-known mean absolute error ‘MAE’ has been used, defined as follows:

$$\text{MAE} = \frac{\sum_{i=1}^{n} |p_i - r_i|}{n}$$

(4.2)

where $n$ is the number of missing values predicted, $p_i$ is the predicted value for a missing element $i$, and $r_i$ is the real value of $i$ in the HD simulation. Note that the HD simulation is only used to compute the error but it is not involved in the prediction process of the CF method.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$L_{SV} = 11, k=25$</td>
</tr>
<tr>
<td>2</td>
<td>$L_{SV} = 9, k=25$</td>
</tr>
<tr>
<td>3</td>
<td>$L_{SV} = 7, k=25$</td>
</tr>
<tr>
<td>4</td>
<td>$L_{SV} = 5, k=25$</td>
</tr>
<tr>
<td>5</td>
<td>$L_{SV} = 3, k=25$</td>
</tr>
</tbody>
</table>

Table 4.13. Simulation strategies: Sub-vector length $L_{SV}$ and aggregator value $k$.

Without loss of generality and for the sake of brevity, 24 sensors have been randomly selected from the studied scenario and the comparison between the simulation results obtained by HD simulations and the hybrid approach LD+CF has been made. Table 4.14 reports the obtained results: Sparseness is the % of empty values in the LD simulation; Time HD, LD, CF and LD+CF are the time in seconds of each method (for LD+CF the worst time of the strategies is reported); Best Strategy is the strategy that performed better; $\text{MAE}_R$ represents the mean absolute error considering that null cells are kept empty (i.e., LD vs. HD); $\text{MAE}_P$ represents the mean absolute error considering that null cells are replaced by the values predicted by the CF method (i.e.,
LD+CF vs. HD); and \( \sigma_P \) is the standard deviation of MAEP. Note that for the MAE, the lower the values the better the result. Hence, it is apparent that the results obtained by the hybrid LD+CF method (MAEP) clearly outperform those of the LD simulation alone (MAER). In addition, the low values of \( \sigma_P \) indicate that predictions are stable and reliable. It can be also observed that the hybrid LD+CF approach requires 10 to 20 times less time than HD simulations and that the cost of the CF method is almost negligible comparing to HD and LD times. In Figure 4.62 the time comparison is represented graphically.

<table>
<thead>
<tr>
<th>Sparseness %</th>
<th>Time HD</th>
<th>Time LD</th>
<th>Time CF</th>
<th>Time LD+CF</th>
<th>Best Strategy</th>
<th>MAER</th>
<th>MAEP</th>
<th>( \sigma_P )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>47.221</td>
<td>90650</td>
<td>2981</td>
<td>112</td>
<td>1</td>
<td>74.707</td>
<td>11.825</td>
<td>9.05</td>
</tr>
<tr>
<td>2</td>
<td>49.933</td>
<td>52309</td>
<td>3543</td>
<td>187</td>
<td>4</td>
<td>75.181</td>
<td>13.252</td>
<td>10.22</td>
</tr>
<tr>
<td>3</td>
<td>30.291</td>
<td>64959</td>
<td>2953</td>
<td>55</td>
<td>1</td>
<td>73.091</td>
<td>9.796</td>
<td>7.47</td>
</tr>
<tr>
<td>4</td>
<td>49.071</td>
<td>53709</td>
<td>3168</td>
<td>106</td>
<td>1</td>
<td>72.737</td>
<td>10.812</td>
<td>8.36</td>
</tr>
<tr>
<td>5</td>
<td>41.458</td>
<td>58763</td>
<td>3197</td>
<td>116</td>
<td>3</td>
<td>75.051</td>
<td>10.52</td>
<td>8.56</td>
</tr>
<tr>
<td>6</td>
<td>42.722</td>
<td>83949</td>
<td>3004</td>
<td>88</td>
<td>1</td>
<td>72.509</td>
<td>10.281</td>
<td>7.57</td>
</tr>
<tr>
<td>7</td>
<td>33.574</td>
<td>90189</td>
<td>2596</td>
<td>84</td>
<td>1</td>
<td>72.439</td>
<td>9.88</td>
<td>7.12</td>
</tr>
<tr>
<td>8</td>
<td>34.711</td>
<td>76368</td>
<td>3247</td>
<td>102</td>
<td>2</td>
<td>73.408</td>
<td>9.914</td>
<td>7.49</td>
</tr>
<tr>
<td>9</td>
<td>39.952</td>
<td>94287</td>
<td>2842</td>
<td>103</td>
<td>1</td>
<td>74.996</td>
<td>9.814</td>
<td>7.82</td>
</tr>
<tr>
<td>10</td>
<td>20.03</td>
<td>69627</td>
<td>2937</td>
<td>79</td>
<td>2</td>
<td>78.893</td>
<td>7.797</td>
<td>6.25</td>
</tr>
<tr>
<td>11</td>
<td>24.915</td>
<td>80113</td>
<td>3315</td>
<td>99</td>
<td>3</td>
<td>78.38</td>
<td>9.72</td>
<td>7.67</td>
</tr>
<tr>
<td>12</td>
<td>35.317</td>
<td>79136</td>
<td>2882</td>
<td>98</td>
<td>1</td>
<td>70.076</td>
<td>13.394</td>
<td>8.92</td>
</tr>
<tr>
<td>13</td>
<td>35.266</td>
<td>56627</td>
<td>2608</td>
<td>101</td>
<td>1</td>
<td>72.139</td>
<td>12.021</td>
<td>8.83</td>
</tr>
<tr>
<td>14</td>
<td>43.428</td>
<td>59785</td>
<td>2906</td>
<td>115</td>
<td>1</td>
<td>73.255</td>
<td>14.092</td>
<td>10.1</td>
</tr>
<tr>
<td>15</td>
<td>43.154</td>
<td>46410</td>
<td>2870</td>
<td>138</td>
<td>4</td>
<td>76.506</td>
<td>12.005</td>
<td>9.11</td>
</tr>
<tr>
<td>16</td>
<td>38.066</td>
<td>67031</td>
<td>2642</td>
<td>95</td>
<td>1</td>
<td>72.24</td>
<td>13.756</td>
<td>9.94</td>
</tr>
<tr>
<td>17</td>
<td>45.551</td>
<td>50729</td>
<td>3278</td>
<td>123</td>
<td>2</td>
<td>76.485</td>
<td>13.294</td>
<td>9.89</td>
</tr>
<tr>
<td>18</td>
<td>42.902</td>
<td>83750</td>
<td>3109</td>
<td>120</td>
<td>1</td>
<td>69.985</td>
<td>14.618</td>
<td>10.73</td>
</tr>
<tr>
<td>19</td>
<td>55.942</td>
<td>50423</td>
<td>3050</td>
<td>168</td>
<td>2</td>
<td>74.522</td>
<td>12.073</td>
<td>8.91</td>
</tr>
<tr>
<td>20</td>
<td>54.066</td>
<td>58216</td>
<td>2810</td>
<td>186</td>
<td>3</td>
<td>72.824</td>
<td>11.724</td>
<td>8.8</td>
</tr>
<tr>
<td>21</td>
<td>57.699</td>
<td>55179</td>
<td>3183</td>
<td>201</td>
<td>3</td>
<td>74.018</td>
<td>10.716</td>
<td>8.29</td>
</tr>
<tr>
<td>22</td>
<td>44.755</td>
<td>74635</td>
<td>2606</td>
<td>99</td>
<td>1</td>
<td>71.712</td>
<td>14.338</td>
<td>10.88</td>
</tr>
<tr>
<td>23</td>
<td>38.979</td>
<td>59727</td>
<td>2877</td>
<td>56</td>
<td>1</td>
<td>64.586</td>
<td>16.998</td>
<td>11.45</td>
</tr>
<tr>
<td>24</td>
<td>48.459</td>
<td>75307</td>
<td>3245</td>
<td>79</td>
<td>1</td>
<td>74.443</td>
<td>10.435</td>
<td>7.86</td>
</tr>
</tbody>
</table>

Table 4.14. Average results (over all layers of the scenario) of the hybrid LD+CF vs. the HD approach.
Finally, the relationship between the MAE of each approach and simulation/prediction time is depicted in Figure 4.63. LD predictions (in red) correspond to the MAE values from Table 4.14. LD+CF results (in green) show that the computational time is slightly increased with respect to LD simulations. Notwithstanding, the MAE is reduced between 8 and 10 times. Finally, the values of HD simulations (in blue) clearly show that the time required is 10 to 20 times higher than the other approaches. Clearly, the best tradeoff between MAE and time is obtained by the proposed hybrid LD+CF method. Therefore, it can be concluded that the proposed novel method outperforms the others when both accuracy and computational cost are considered.
Figure 4.63. Relationship between MAE and execution time for LD, LD+CF and HD approaches.

Summarizing, the use of Ray Launching simulations in High Definition (HD) and Low Definition (LD) and Collaborative Filtering (CF) techniques have been compared in terms of accuracy and required computational time. A complex indoor scenario with multiple transceiver elements has been analyzed with those techniques and the obtained results show that the proposed hybrid LD+CF approach outperforms LD and HD approaches in terms of error/time ratio.

Results also show that the presented hybrid calculation approach enables to enlarge the scenario size without increasing computational complexity, or what is the same, to reduce drastically the simulation time consumption, while the error of the estimations remains low. The proposed approach to perform wireless channel estimations and analysis provides valuable insight in the network design phases of complex wireless systems, which derives in optimal network deployment, reducing overall interference levels and increasing overall system performance in terms of cost reduction, transmission rates and energy efficiency.
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4.2 Main Contributions

In this last section of Chapter 4, as it has been previously done in Chapter 3, I list only my main contributions (i.e. the articles and conference papers in which I am the first author) regarding the topic covered in this chapter. The rest of works regarding this topic where I contributed can be consulted in the List of Publications section.

As the published works have been carried out together with other co-authors, I would like to point explicitly what has been my work regarding those published works: My main contributions to the list of publications shown below have been the study of the state of the art, the performance of measurements within the scenarios under analysis, the creation of the scenario for the 3D Ray Launching simulations and the corresponding simulations, the post-processing of the obtained data and the writing of the most of the text of the manuscripts.

Note that all the research articles have been published in JCR (Journal Citation Reports) indexed journals.

- **Research Articles:**
- **Book Chapters:**

- **International Conference Papers:**
Chapter 5

Modeling of Wireless Interference Sources

The validity of the in-house 3D Ray Launching simulation tool for radio propagation analysis within different kinds of complex scenarios has been widely discussed and demonstrated in the previous sections of this work. Besides, a novel point of view regarding radio planning duties in terms of interferences has been also developed, obtaining results such as SNR and BER values by simulating other wireless communication systems present within the environment under analysis, which is expected to be a key issue in a near future due to the advent of IoT and 5G systems. The radio propagation estimations of these interfering wireless systems are quite easy to perform as long as the RF characteristics of the wireless systems are known. Except some particular cases, the frequency of operation, power level, bit rate and antenna characteristics of such communication systems are usually obtainable, and therefore, susceptible to be simulated by the presented 3D Ray Launching method. But, what happens with the great amount of devices that generate...
electromagnetic noise such as electronic devices, engines or power transformers? All these elements could interfere wireless communication systems, but contrary to them, estimate the electromagnetic propagation of noise sources within a scenario is an extreme difficult task to carry out. In fact, there are not reported works that estimate it. Trying to fill this gap, in this section of the work, a novel method for modeling electromagnetic interference sources for radio propagation estimations by the in-house 3D Ray Launching algorithm is presented. Section 5.1 focuses on the analysis of the interference created by one of the most known electromagnetic noise sources: a common microwave oven. Section 5.2 describes in detail the proposed modeling of electromagnetic sources for the inclusion in the 3D Ray Launching tool, particularized to the microwave oven. Finally, in Section 5.3 an application of the created model for dosimetric studies is presented.

5.1 Microwave Oven Interference on WSNs

Nowadays microwave ovens are very popular and can be found in almost every home and building. The heating source of these residential microwave ovens is based on a magnetron tube. The entire generated electromagnetic field does not remain in the oven’s cavity, due to the fact that there are losses due mainly to power leakage from around the microwave oven’s front door [Wen02][Kus02][Wen03][Mat03]. This leakage can be considered in practical terms as an interference source in the 2.4 GHz Industrial Scientific Medical (ISM) band [Mat05][Sol11].

In parallel, there is a wide variety of communication systems and protocols, such as digital radio communication systems, Bluetooth, 802.11 and ZigBee that operate in the 2.4 GHz ISM band which can be potentially interfered by the power leakage of microwave ovens [Min02][Ron04][Sim11][Tah12]. Due to the existence of this leakage power, it is important to analyze the performance of these devices operating in the 2.4 GHz ISM in the presence of microwave ovens, since
this interference can completely block services provided by such wireless systems. This effect is becoming more relevant due to fact that the number of existing applications based mainly on ZigBee WSNs operating in the 2.4 GHz band in indoor scenarios is rapidly growing (e.g., home automation and monitoring, energy management, health monitoring and lighting) [Zua09][Yan10][Han11][Bel12].

The negative impact that microwave oven power leakage has on the quality of a ZigBee communication in buildings has been demonstrated in the literature [Huo09][Guo10][Guo12]. It is worth noting that even though it is a known interference source, characterization of such interference and adequate radio planning analysis within an environment with wireless systems under operation has not been reported. In this work the coexistence between a ZigBee wireless sensor network, implemented with Digi XBee Pro devices, operating at 2.4 GHz and a real domestic microwave oven has been analyzed. For that purpose, a real scenario has been set up to perform measurements of leakage radiated power and its impact on transmission quality of ZigBee channels of operating wireless sensor nodes.

The scenario where the measurements have been performed is depicted in Figure 5.1. It is located in one of the R&D laboratories at the Public University of Navarre. The microwave oven has been located on a wooden table at a height of 0.7 m, in the location shown in Figure 5.1. The behavior of the microwave oven radiated electromagnetic power leakage has been characterized in first place. Once the nature of the interference has been analyzed, the impact that this interference has on the quality of the ZigBee channels of a set of operating wireless sensors has been measured. The value of PER (Packet Error Rate) has been used as the quality parameter. Due to the spectral width of the microwave oven frequency spectrum, all the ZigBee channels supported by the XBee Pro device have been analyzed (channels 12 to 23 of the 802.15.4 standard). A portable spectrum analyzer (Agilent FieldFox N9912A) with a LevelOne OAN-1070 omnidirectional antenna has been used to perform measurements of radiated power. The first measurement performed was the power spectrum when the microwave oven is heating an object. Figure 5.2 shows the measured spectrum of the
microwave oven operating at maximum power (the oven has three operating power levels), in which the interference level will be the highest. The distance from the receiving antenna coupled to the spectrum analyzer to the microwave oven front door is 10 cm and both are placed at the same height. It can be seen that the microwave oven radiates with significant power levels in almost all the 2.4 GHz ISM band, becoming this leakage a significant source of interference to wireless networks [Zha05].

Secondly, Figure 5.3 shows the frequency spectrum corresponding to ZigBee channel number 12 alongside the oven leakage power spectrum. As it can be seen, the leakage power level can be higher than the received ZigBee power within the operating range of the sensors. Therefore, the quality of ZigBee channels will be affected when both RF emissions (Wireless Sensor Network and microwave interference spectrum) overlap. This occurs in practically all the ZigBee channels measured in this paper (channels 12 to 23 of the 802.15.4 standard).

Figure 5.1. Real scenario where measurements have been carried out.
Figure 5.2. Measurement of the microwave oven leakage power spectrum in 2.36 GHz–2.52 GHz band, obtained from direct spectrum measurement within the indoor scenario.

Figure 5.3. Measurement of ZigBee channel 12 (given by the peak visible on the left hand side) and microwave oven leakage spectrum.
Another aspect to consider is the fact that the microwave oven leakage spectrum has a time dependent power distribution. Taking this time dependent nature into account, a spectrogram using the max hold method (i.e., storing the maximum detected power level in the measurement time span) has been obtained (depicted in Figure 5.4) to gain insight in the power leakage process. The receiver antenna coupled to the portable spectrum analyzer has been placed at the same height of 0.7 m and separated 10 cm from the microwave oven front door. The spectrogram has been obtained by performing measurements in 5 minute intervals once the oven starts heating. The result presented in Figure 5.4 depicts how the highest frequencies are the first to appear and how the lowest ones need more time to be observed. Therefore, the interference that each ZigBee channel suffers depends on the microwave oven leakage power level and the time that the microwave oven has been operating.

**Figure 5.4.** Measured Spectrogram in 2.4 GHz ISM band, corresponding to detected leakage power within the measurement scenario.
Once the interference levels have been characterized, the performance of the radio links between wireless sensors have been analyzed, in the same scenario previously described. The RF modules employed have been Digi XBee Pro models, which can operate using channels 12 to 23 of the IEEE 802.15.4 standard.

In order to determine the radio link quality, two Java-based applications have been developed specifically for this purpose. The first one, the transmitter application, sends the number of packets set by the user. Each one of these packets is identified by a sequence number. The receiver application reads the sequence number of the received packets and determines how many packets have been lost in order to calculate the PER. A receiver ZigBee device has been placed at the same height as the microwave oven and 50 cm away in front of the front door. The transmitter device is placed also at the same height and in front of the microwave oven, but 12 meters away. Because of the irregular radiation diagram of the integrated antennas of XBee Pro modules, care has been taken in maintaining the same antenna orientation in all measurements that have been performed.

The PER value has been calculated considering 50,000 transmitted packets for each of the 802.15.4 channels (12 to 23) and each of the available transmission power levels (18, 16, 14, 12 and 10 dBm). Figure 5.5 shows the measured values of PER for channels 12, 18, 20 and 22, considering different transmitted power levels. As expected, PER increases as the transmitted power level is reduced, due to decrease in SNR derived from lower available TX power. Channel 12, as can be seen in Figure 5.3, does not overlap with the microwave oven leakage power spectrum and the measured PER value is very low in this case. For channels located at higher frequencies, an increase of PER can be seen. This is due to higher power level of the microwave oven leakage in those frequencies (depicted in Figure 5.2). It is worth noting, however, that due to the time dependent nature of the interference, there are intermediate cases, e.g., channel 20 where overall interference levels seem to be lower.
Figure 5.5 shows the dependence of PER levels on the selected ZigBee channel when the interference due to microwave oven power leakage appears. The measured values have been taken with the maximum transmission power level of the XBee Pro modules (18 dBm). The same measurements have been taken for all the transmission power levels and the results are channel dependent in all cases, as can be graphically stated in Figure 5.7. Due to the fact that interference levels due to leakage increase as the channel frequency increases, the SNR will decrease for the same level of transmit power. Therefore, the direct consequence is an increase of the PER as the channel number is increased (i.e. frequency increases), leading to lower radio link quality.
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Figure 5.6. Measured PER for each ZigBee channel, transmitting 18 dBm.

Figure 5.7. Packet Error Rate measurements (%) as a function of frequency and transmission power.
5.2 Deterministic Estimation of Radiated Emissions of Electric Appliances: The Microwave Oven

After the demonstration of how important could be the effect of electromagnetic noise sources on the deployment of WSNs, in this section a novel hybrid Equivalent Source – 3D Ray Launching simulation technique for deterministic estimation of radiated emissions of electric appliances is presented, particularized for the microwave oven. A detailed description of the proposed modeling of electromagnetic sources for the inclusion in the 3D Ray Launching simulation tool is shown.

Most of the used techniques to simulate the electromagnetic behavior of a microwave oven, as finite-difference time-domain method (FDTD) or finite element approach, allow obtaining estimations within the cavity or the vicinity of the oven [Iwa96][Sun01]. In addition, there is a work which presents a time-domain noise model based on a simple and general expression of the noise waveform in terms of six parameters that can be determined from measurements [Mat03b]. But in the literature there are not found microwave oven models or methods for estimating the interference caused by a microwave oven in the whole volume of real environments.

The aim of this work is to fill this gap, and to obtain an efficient as well as accurate microwave oven model (which could be generalized to any other electromagnetic noise source) to estimate the behavior of its leaked power within complex indoor scenarios. For that purpose, there are several interesting works in the literature in which this study has been based on, e.g. the approach for radiated emission prediction based on amplitude-only near-field measurements [Wei12], the transmission through subwavelength holes [Pen04], an hybrid ray-launching/full-wave method for site-specific indoor radio wave propagation [Yin00], and how virtual equivalent sources can be obtained to model radio propagation through a leaky medium, as a Frequency Selective Surface (FSS) (i.e. a structure like the oven door metallic mesh) [Min10b] are presented in the literature.

Since the Equivalence Principle was first formulated [Sch36], the
radiation produced by any object in a homogeneous environment can
be described by equivalent sources, and it has become a widely spread
method to obtain those equivalent radiating sources (i.e. current
distributions or antenna arrays) of different elements and radiating
surfaces [Sch04][Top07][Alv07][Sar10][Moh13][Pin13c]. Furthermore,
the Huygens principle for calculating equivalent sources has been also
widely used in order to characterize the electromagnetic field in the
near-field zone of a source to estimate its far-field radiation
[Bus90][Pot01][Leu05][Ber09][Eib09][Aio10]. Among the applications of
the mentioned principles can be found antenna diagnosis
[Alv10][Fog12], Specific Absorption Rate (SAR) evaluation [Aio10b],
and different equivalent sources approaches for near-field to far-field
transformations such as using magnetic currents [Pet92][Taa96], electric
currents [Sar99][Wei12b] and arrays of dipole probes [Pet02], among
others [Shi04][Yan09][Pin11][Qur13].

One of the goals of obtaining the equivalent sources for an arbitrary
radiating element is the study of the EMI (Electromagnetic Interference)
or the EMC (Electromagnetic Compatibility) [Can05][Bau07][Pin11].
Traditionally, the emitted electromagnetic fields from PCB (Printed
Circuit Board) environments have been emulated by means of these
techniques in order to analyze the EMC of electronic devices
[Reg01][Jin08][Ada09][Hai11][Li13]. The EMI produced by the leaked
power from electric machines has been also studied
[Gon87][Ant99][Nis01][Yam04][Bar11][Sar12]. The frequency of the
EMIs presented in the mentioned literature is at most in the range of
MHz [Pay12], although a novel method for broadband radiators has
been rather recently presented [Pin13b]. The device analyzed in this
work, a domestic microwave oven, represents a complex radiating
source due to its nature, and unlike the devices analyzed in the
literature, the oven radiates at higher frequencies (2.4 GHz ISM band).
Due to the great amount of emitting systems that can be found
nowadays at this frequency, the motivating application of this study is
obtaining the equivalent sources in order to emulate the EMI generated
by the oven leakage.

Following, the specific and complex method used to model the oven
leakage by equivalent radiation sources in the 3D Ray Launching software is presented. The first step of this method consists in obtaining full wave electromagnetic results with the aid of CST Microwave Studio™ (CST MWS) in order to simulate the behavior of the microwave oven leakage in the vicinity of the oven. For that purpose, an equivalent model of the oven has been created, including the homogenization of the oven door’s metallic mesh using a retrieval process, in order to model it as an equivalent surface impedance. Finally, equivalent radiation sources have been calculated by means of the obtained electric field amplitude-only values, and have been incorporated in a proprietary ray launching simulation software. This simulation method allows the estimation of the interference in a complete volume of an indoor scenario with a reduction in computational complexity and hence, simulation time. To validate the method, a real scenario has been set to perform measurements of the oven’s radiated leakage in order to compare them with the simulation results.

FULL-WAVE SIMULATION OF THE MICROWAVE OVEN

As it has been mentioned, there are a variety of techniques which can be used to simulate the electromagnetic behavior of a microwave oven, based on finite element approach, finite-difference time-domain method (FDTD) or other 3D electromagnetic approaches [Iwa96][Sun01][Han09][Mon11]. These techniques allow one to characterize the behavior of the microwave oven, in terms of efficiency in heating process as well as to analyze power leakage, within close vicinity of the microwave oven device. However, none of these previous approaches is employed in order to simulate how this leakage power is propagated in an indoor scenario, thus becoming an effective interference source. In this work, CST Microwave Studio, based on Finite Integration Time Domain full wave simulation, has been used for modeling the microwave oven, as an initial step in order to identify the equivalent interference source within the complete scenario. Due to the fact that full wave simulation techniques are computationally
demanding, the goal is to obtain information on the equivalent radiation sources in order to combine these results with the efficient deterministic 3D Ray Launching algorithm. By following this approach, the overall result is to reduce the computational complexity of the simulation scenario, speeding the simulation process and enabling the analysis of the full simulation scenario.

The microwave oven that has been used in this work is a BMG20-4 model of the Bluesky brand. It is a common domestic oven with the following dimensions: $w = 455$ mm, $h = 277$ mm and $d = 310$ mm, with a cavity of $285$ mm x $205$ mm x $270$ mm. The maximum power level of operation of the oven is 800 Watt, which is the value used for simulations and experiments throughout this work. The created model for simulations by CST MWS is shown in Figure 5.8, in which a porcelain bowl filled with water (which will be used as the object to heat) above the turntable has also been included. Due to the significant influence that the objects inside the cavity have on the results [Mon11], their electromagnetic properties have been carefully selected to match with the actual components used in the experimental measurements (see Table 5.1). In this work non-magnetic materials have been used, which is the normal case in real microwave oven enclosing elements. The material of the cavity walls, the waveguide and the external box are defined as Perfect Electric Conductors (PEC), a valid approximation given the frequency of operation under consideration. The bowl is porcelain, filled with normal water and the turntable is made of lossy glass. The external part of the microwave oven front door is Plexiglas. The perforated metal walls inside the cavity can be replaced by solid PEC sheets in the model [Kil11].

The microwave oven heating source is a magnetron, which has been modeled by a rectangular waveguide, fed by a rectangular waveguide port. In Figure 5.8 the waveguide coupled in the microwave oven cavity wall can be seen. The dimensions of the waveguide have been calculated to propagate the fundamental $TE_{10}$ mode at 2.45 GHz, which are length $a = 612$ mm and height $b = 20$ mm. The oven has three power levels of operation, with a maximum level of 800 Watt. In the simulations that have been performed, the power of the port that feeds
the waveguide has been set at 1Watt in order to have the possibility of normalizing it to the microwave oven power level. This consideration has been taken into account later on, when these results are employed in the 3D Ray Launching simulation of the complete indoor scenario.

In order to characterize the power leakage mechanism, the front door and its metallic mesh are the key elements, due to the fact that non-metallic elements and physical gaps can be present. In this work, the structure of the metallic mesh embedded in the microwave oven front door has been simulated independently, as a Frequency Selective Surface unit cell. This approach has been followed in order to give a valid description of the effect of the oven front door (which is one of the main contributors to RF leakage), while allowing reduction in computational complexity and hence simulation time.

![Figure 5.8. Schematic view of the microwave oven simulation model. The different objects and parts of the oven are highlighted.](image-url)
To characterize the mesh, a unit cell (i.e. infinite periodic structure) analysis has been carried out. Figure 5.9 shows the created unit cell for the analysis, replicated. Thus, a homogenization is done to model the mesh as an equivalent surface impedance, which will be used in simulation of the whole oven, thereby reducing greatly the computational load since the mesh needed to model the holes of the metallic mesh (diameter $D = 1.2 \text{ mm}$, i.e. $0.0098\lambda$) should be excessively small. The unit cell material has been considered as Perfect Electric Conductor (PEC), which is a valid approximation for the operation frequency, with a thickness of $t = 0.5 \text{ mm}$ and lattice constant for $x$ axis periodicity of $4.25 \text{ mm}$, $y$ axis periodicity of $2.463385 \text{ mm}$ and grid angle of $30.46555$ degrees.

<table>
<thead>
<tr>
<th>Object</th>
<th>Material</th>
<th>Relative Permittivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bowl</td>
<td>Porcelain</td>
<td>6</td>
</tr>
<tr>
<td>Water</td>
<td>Water</td>
<td>81</td>
</tr>
<tr>
<td>Turntable</td>
<td>Glass (Pyrex) (Lossy)</td>
<td>4.82</td>
</tr>
<tr>
<td>External part of the door</td>
<td>Plexiglass</td>
<td>3.6</td>
</tr>
</tbody>
</table>

Table 5.1. Material properties for schematic objects.

Figure 5.9. CST screenshot of the simulated unit cell (replicated) for the characterization of the door’s metallic mesh.
The S-parameters of the metallic mesh have been obtained from the previous simulation. Then, an equivalent medium retrieval algorithm based on the inversion of S-parameters is launched to obtain the equivalent surface impedance. This approximation is valid, since the thickness is much smaller than the working wavelength. This procedure has been historically used for experimental characterization of unknown materials [Nic70][Bar10] and has been revived and extended ultimately for determination of effective parameters in metamaterial structures [Che04]. The equivalent surface impedance can be obtained from S-parameters from the following formula:

\[
Z = \pm \sqrt{\frac{(1 + S_{11})^2 - S_{21}^2}{(1 - S_{11})^2 - S_{21}^2}}
\]  

(5.1)

In Figure 5.10 the obtained equivalent surface impedance is depicted. As can be seen, the mesh behaves almost as a short circuit (magnitude values near 0).

**Figure 5.10.** Retrieved equivalent surface impedance for the homogenized material.
To validate the homogenization, further simulations have been performed with a surface impedance slab as unit cell (with the same dimensions and thickness as the metallic mesh unit cell) to compare the S-parameters of the new effective material with the previous ones. A negligible difference between the metallic mesh and the equivalent medium parameters is obtained, as can be seen in Figure 5.11, where the magnitude of the S-parameters is represented by continuous lines and the phase by dashed lines. The $S_{21}$ parameter shows that some transmission exists through the oven door, which is the responsible for the leakage. In the same way, the $S_{11}$ parameter shows how the most of the power remains in the oven cavity. It is worth noting that the agreement between the metallic mesh and the homogenized medium is very good even beyond the frequency of interest, up to 8 GHz.
Finally, the oven with the homogenized material substituting the door mesh has been simulated using the transient solver of CST MWS. The complexity of the oven and the shape of the bowl lead to a computationally intensive calculation of 12,188,160 mesh-cells. Figure 5.12a shows the amplitude of the electric field in V/m from a lateral cut taken from the simulated system, in which the power leakage at the oven door can be seen. In Figure 5.12b the upper cross-section at half the height of the waveguide is represented. The leakage through the front door is also observed (down side of the picture), and as expected, significantly higher electric field values can be found near the waveguide and in the water. For an in-depth understanding of how the oven radiates, in Figure 5.13 the obtained radiation pattern of the whole oven is shown. It can be clearly seen how the oven radiates mainly forward due to the leakage through the door, and how radiated power is much lower backwards and laterally, as expected. For the sake of completeness, the 3D radiation pattern is shown in the inset.
Figure 5.12. (a) A lateral cut taken from the simulation of the microwave oven. The amplitude of the electric field is represented, in which the oven front door is located on the right hand side of the figure. (b) Upper cut of the simulated system, where the leakage through the door is clearly seen.
Figure 5.13. Radiation pattern of the microwave oven.

The electromagnetic field distribution calculated outside the oven is necessary for obtaining equivalent sources for the 3D Ray Launching simulations, which will allow the estimation of interference effect within the complete simulation scenario.

OBTAINING EQUIVALENT SOURCES

The previous simulation results show the values of power leakage in the close vicinity of the microwave oven. However, for radio planning purposes it is necessary to estimate interference levels within an indoor scenario, such as a household or office location, in which one or more Wireless Sensor Networks can be deployed. Application of 3D full wave electromagnetic techniques is not feasible, due to the large computational effort they require, given the size of the proposed scenario. It is necessary therefore to apply alternative simulation methods to finally obtain interference estimations within the complete indoor scenario.
Taking as a basis the numerical simulations of the previous section, equivalent sources have been modeled as arrays of isotropic sources (an array for each face of the oven) in order to model the microwave oven leakage. Although in the literature the most used radiating element for that purpose is the elementary dipole [Lop09][Ada09][Wei12b][Sar12][Mik12], isotropic sources have been chosen primarily for simplicity. The obtained arrays of sources have been included in the 3D Ray Launching simulation tool with the aim of simulating the radio propagation of the oven leakage within a complete volume of an indoor scenario. Table 5.2 shows the parameters set for the simulations. The employed values of maximum reflections considered until extinction, launched rays angular resolution and cuboid dimensions have been chosen as a compromise between accuracy and computational cost, given by preliminary convergence analysis of the 3D Ray Launching algorithm in this kind of scenarios.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>2.45 GHz</td>
</tr>
<tr>
<td>Source type</td>
<td>Isotropic</td>
</tr>
<tr>
<td>Resolution (cuboids size)</td>
<td>5 cm x 5 cm x 5 cm</td>
</tr>
<tr>
<td>Maximum reflections permitted</td>
<td>5</td>
</tr>
<tr>
<td>Launched rays resolution</td>
<td>1°</td>
</tr>
</tbody>
</table>

**Table 5.2.** Material properties for schematic objects.

A study has been carried out in order to obtain an accurate and computationally efficient model of source arrays for the 3D Ray Launching algorithm. The elements of the arrays have been defined in the simulator as isotropic sources (point sources with directivity = 1 and efficiency = 1) transmitting only in a half-space out of the oven with vertical polarization. Considerations as the size of the planes where the arrays have been set, the size of the cuboids defined for the 3D Ray Launching simulations and the wavelength of the simulated frequency have been taken into account to obtain source arrays
compatible with the mesh resolution, since not all combinations are feasible. For example, a distance between sources of \( \lambda/4 \) (3.06 cm) is not feasible because only an emitting source can be placed within a simulation cuboid (5 cm). The performed procedure is explained in the remaining part of this section, specified for the front plane of the oven as it is the most significant of the oven faces.

Firstly, in order to obtain the transmitted power level for the equivalent sources, the electric field amplitude-only values just outside the oven obtained by the previous CST full wave simulation have been used [Sch36]. A projection of the electric field distribution for the front plane of the oven can be seen in Figure 5.14a. Then, the mean electric field value of the whole plane has been calculated, and from here the transmitted power level (\( P \), in Watts) has been obtained by means of the following formula [Bal05]:

\[
P = \frac{|E|^2 \lambda^2}{120\pi 4\pi}
\]  

(5.2)

where \( \lambda \) is the operation wavelength (12.245 cm at 2.45 GHz) and \( E \) is the electric field in V/m.
Figure 5.14. (a) Electric field distribution for the front plane obtained by means of CST full wave simulation, and (b) Schematic representation of different source array distributions used for the 3D Ray Launching simulations.

For defining the source arrays for the 3D Ray Launching simulations, the array size (amount of sources), the radiating power distribution among the sources and the distance between sources, basic arrays of in-phase point sources with uniform and non-uniform amplitude distributions have been applied [Kra02]. Once the arrays have been defined, the power obtained using formula (5.2) has been distributed among the sources, using uniform, binomial or triangular distributions.

The simulated cases are shown in the left side of Table 5.3. The ‘Power distribution’ column indicates how the calculated power has been distributed among the sources of the array. The ‘Source array size’ indicates the number of elements on the array and their distribution: ‘2×4’ is a 2 rows and 4 columns array. The ‘Distance between sources’ refers to an equal spacing distribution (both within a row and between columns). Note that the distance between sources determines the biggest size of the array (front plane size: 45.5 cm × 27.7 cm, i.e. 3.71λ×2.26λ). All the feasible largest arrays are included in Table 5.3. Finally, the last column shows the mean error between the simulation results and measurements (the measurement methodology is discussed later), which shows the accuracy of each proposed equivalent sources array model. The two planes closer to the oven depicted in Figure 5.14b
show, as an example and with the aim of clarifying, the 1×2 and 3×6 size arrays. The meaning of the other two planes is explained later. As can be seen in the obtained results, neither the power distribution, neither the array size, nor the distance between sources has a significant impact on the error (apart from the case 1.1 and 2.1, where an array of only 2 elements is used and the error is significantly higher). The mean error is around 12 dB for these cases, which is not acceptable. In Figure 5.15 the leaked power distribution estimated by the 3D Ray Launching simulation tool corresponding to cases 1.1 to 1.4 of Table 5.3 are shown. The resulting planes show the leaked RF power level for a plane of 5×5 meters just in front of the microwave oven [the oven is placed at coordinates (0,0), on a wooden table as shown in Figure 5.1]. In addition, Figure 5.16 the same results but in terms of electric field level are depicted, as in many EMI and EMC standards the electric field level is the reference measurement.

<table>
<thead>
<tr>
<th>Case</th>
<th>Power distribution</th>
<th>Source array size</th>
<th>Distance between sources</th>
<th>Mean Error (vs. measurements) (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>Uniform</td>
<td>1×2</td>
<td>0.5λ</td>
<td>21.65</td>
</tr>
<tr>
<td>1.2</td>
<td>Uniform</td>
<td>2×2</td>
<td>0.5λ</td>
<td>12.11</td>
</tr>
<tr>
<td>1.3</td>
<td>Uniform</td>
<td>2×4</td>
<td>0.5λ</td>
<td>11.95</td>
</tr>
<tr>
<td>1.4</td>
<td>Uniform</td>
<td>5×8</td>
<td>0.5λ</td>
<td>11.38</td>
</tr>
<tr>
<td>2.1</td>
<td>Uniform</td>
<td>1×2</td>
<td>0.7λ</td>
<td>22.07</td>
</tr>
<tr>
<td>2.2</td>
<td>Uniform</td>
<td>2×2</td>
<td>0.7λ</td>
<td>13.07</td>
</tr>
<tr>
<td>2.3</td>
<td>Uniform</td>
<td>2×3</td>
<td>0.7λ</td>
<td>12.69</td>
</tr>
<tr>
<td>2.4</td>
<td>Uniform</td>
<td>3×6</td>
<td>0.7λ</td>
<td>11.99</td>
</tr>
<tr>
<td>3.1</td>
<td>Binom./Triang.</td>
<td>1×3</td>
<td>0.7λ</td>
<td>13.19</td>
</tr>
<tr>
<td>3.2</td>
<td>Binom./Triang.</td>
<td>2×3</td>
<td>0.7λ</td>
<td>12.78</td>
</tr>
<tr>
<td>3.3</td>
<td>Binomial</td>
<td>3×4</td>
<td>0.7λ</td>
<td>12.21</td>
</tr>
<tr>
<td>3.4</td>
<td>Binomial</td>
<td>3×6</td>
<td>0.7λ</td>
<td>12.13</td>
</tr>
<tr>
<td>4.1</td>
<td>Triangular</td>
<td>1×5</td>
<td>0.7λ</td>
<td>12.98</td>
</tr>
<tr>
<td>4.2</td>
<td>Triangular</td>
<td>2×5</td>
<td>0.7λ</td>
<td>12.58</td>
</tr>
<tr>
<td>4.3</td>
<td>Triangular</td>
<td>3×5</td>
<td>0.7λ</td>
<td>12.00</td>
</tr>
</tbody>
</table>

**Table 5.3.** Parameters of equivalent sources arrays.
Figure 5.15. 3D Ray Launching power distribution results for some cases shown in Table 5.3.

Figure 5.16. Same results of Figure 5.15 but in terms of electric field strength.
In order to obtain more accurate simulation results, the electric field plane obtained by full wave simulation has been divided into 4 equal-size rectangles. For each rectangle, using again equation (5.2), the overall transmitted power level has been calculated. The power level has been applied to the corresponding array (named sub-arrays) following the same power distribution methodology explained previously for cases in Table 5.3. As an illustrative example, in Figure 5.14b, the third plane closer to the oven represents the plane divided in 4 rectangles with a 2×2 sub-array for each one. The sub-arrays are centered in each rectangle, so the distance between sources refers to the distance between sources in the same sub-array. Table 5.4 shows the new simulated cases, followed by Figure 5.17, where the simulation results of some selected cases are depicted. The results show that a significant improvement has been obtained, as the error has been reduced from around 12 dB to around 6 dB. Again, the radiated power level distribution, the distance between sources and array size have no significant impact on the obtained mean error. Again, in addition the same cases of Figure 5.17 are depicted in Figure 5.18, but in terms of electric field strength.

Following this methodology, a precise front plane model has been obtained, with a low mean error (1.06 dB) and an acceptable number of sources for the 3D Ray Launching simulation method. This model consists in a division of the CST electric field plane into 12 equal-size rectangles (3 rows × 4 columns), with a unique source placed on each rectangle (the farthest plane of Figure 5.), transmitting the power level corresponding to the electric field value calculated by equation (2) for each rectangle. This case corresponds to the case 7 of Table 5.4. This is due to the fact that the proposed distribution of equivalent sources consistently maps the field distributions that can be observed in the surface of the microwave oven. As the distribution grid of the equivalent sources is made smaller, higher accuracy in the field mapping potentially is obtained, leading to a compromise between the grid size and the required computational cost, which in the limiting case would be in the order of full wave simulation results. The 3D Ray Launching simulation results for the configuration of case 7 can be seen
in Figure 5.19 in terms of leaked power distribution and in Figure 5.20 in terms of electric field level.

<table>
<thead>
<tr>
<th>Case</th>
<th>Power distribution</th>
<th>Source array (sub-array) size</th>
<th>Distance between sources</th>
<th>Mean Error (vs. measurements) (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1</td>
<td>Binom./Triang.</td>
<td>2x6 (1x3)</td>
<td>0.7λ</td>
<td>6.19</td>
</tr>
<tr>
<td>5.2</td>
<td>Uniform</td>
<td>2x6 (1x3)</td>
<td>0.7λ</td>
<td>6.16</td>
</tr>
<tr>
<td>6.1</td>
<td>Uniform</td>
<td>2x8 (1x4)</td>
<td>0.5λ</td>
<td>5.79</td>
</tr>
<tr>
<td>6.2</td>
<td>Uniform</td>
<td>4x4 (2x2)</td>
<td>0.5λ</td>
<td>6.10</td>
</tr>
<tr>
<td>6.3</td>
<td>Uniform</td>
<td>4x8 (2x4)</td>
<td>0.5λ</td>
<td>6.00</td>
</tr>
<tr>
<td>6.4</td>
<td>Binomial</td>
<td>2x8 (1x4)</td>
<td>0.5λ</td>
<td>5.81</td>
</tr>
<tr>
<td>6.5</td>
<td>Binom./Triang.</td>
<td>2x6 (1x3)</td>
<td>0.5λ</td>
<td>5.91</td>
</tr>
<tr>
<td>6.6</td>
<td>Binom./Triang.</td>
<td>4x6 (2x3)</td>
<td>0.5λ</td>
<td>6.13</td>
</tr>
<tr>
<td>7</td>
<td>-------</td>
<td>3x4 (1x1)</td>
<td>*****</td>
<td>1.06</td>
</tr>
</tbody>
</table>

Table 5.4. Parameters of equivalent sources arrays (with sub-arrays).

**Figure 5.17.** 3D Ray Launching power distribution results for some cases from Table 5.4.
Figure 5.18. Same results of Figure 5.17 but in terms of electric field strength.

**Estimated received power**

Figure 5.19. 3D Ray Launching leaked power distribution results for the final 12-source front plane model.
Once an adequate equivalent source array has been obtained for the front plane of the oven, the same methodology has been followed for the rest of the oven planes (i.e. left side, right side, upper and back), in order to create a complete microwave oven model. Top and back planes consist of arrays of 12 sources like the front plane, and lateral planes consist of arrays of 9 sources (3×3) due to the smaller size of the plane. The distance between rows for both cases is 113.75 mm and the distance between columns is 69.25 mm for 12-source arrays and 68.75 mm for 9-source arrays. The bottom plane has not been taken into account due to the negligible radiated power level and the fact that for both simulation and measurements the oven has been placed on a wooden table (see Figure 5.1).

Due to the fact that all the leakage sources cannot be considered in the simulation (e.g., microwave racks in the oven, inner joints and bolts, etc.), a calibration to fit simulated and measured data has been performed in order to model this extra leakage power. Taking into account the measured values and path losses, the transmitted power level has been recalculated for 3 of the 9 sources of the left plane array.
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These 3 sources correspond to location of the microwave ventilation grating. Figure 5.21a shows the leaked power distribution results obtained by the 3D Ray Launching algorithm for a plane of 5×5 meters using the proposed microwave oven model. The oven and the door are represented in the middle part of the plane, in order to show not only the results in front of the oven, but to show the complete power distribution around the oven. In addition, Figure 5.21b shows the same results in terms of electric field strength.

Figure 5.21. (a) 3D Ray Launching power distribution results around the oven using the complete equivalent sources model of the oven, (b) in terms of electric field strength.
MEASUREMENT METHODOLOGY

In this section, the performance of the measurement procedure used to validate the simulation results is presented. The measurements have been done in a real indoor scenario, placed at the Research and Development Building of the Public University of Navarre. A non-ideal and non-anechoic environment has been chosen, as it is the typical environment where domestic microwave ovens can be found. In order to obtain valid simulation vs. measurements comparisons, the scenario for the 3D Ray Launching simulation software has been generated, shown in Figure 5.22. The microwave oven has been placed on a wooden table, and the leaked power was measured by means of an Agilent N9912A spectrum analyzer with the aid of an omni-directional 7dBi indoor antenna (which corresponds to an antenna model OAN-1070 from LevelOne). The measurement area has been delimited to 5 meters wide and 7.5 meters long, with 650 total measurement points distributed uniformly (0.25 m distance between points) in a plane at 0.7 m height (i.e. the height where the oven has been placed). Figure 5.23 shows the measured leaked power in front of the oven [placed at coordinates (0,0)] and Figure 5.24 represents the same measurements in terms of electric field level.

In order to gain insight into the accuracy of the created oven model, leaked power level and electric field level versus linear distance are represented in Figure 5.25 and Figure 5.26 respectively, showing good agreement between simulation results and measurements. The shown linear distributions of received electric field correspond to the dashed lines depicted immediately in front, left and right sides of the microwave oven in Figure 5.23 and Figure 5.24. The obtained mean error between measurements and the 3D Ray Launching simulation results is 0.15 dB with standard deviation of 0.35 (0.049 V/m in terms of electric field level, with a standard deviation of 0.126), taking into account a total of 650 different measurement points distributed within the plane.
Figure 5.22. Schematic view of the scenario created for 3D Ray Launching simulations, which represents the real scenario.

Figure 5.23. Leaked power measurements for a plane at 0.7 m height in front of the oven. Dashed lines correspond to Figure 5.25 graphs.
Figure 5.24. Leaked power measurements in terms of electric field strength for a plane at 0.7 m height in front of the oven. Dashed lines correspond to Figure 5.26 graphs.
Figure 5.25. Evolution of the oven’s leaked power in straight linear distance, (a) in front of the microwave oven, (b) right side, and (c) left side.
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(a) Oven's leaked electric field vs linear distance (Central)

(b) Oven's leaked electric field vs linear distance (Left)
Figure 5.26. Evolution of the oven’s leaked in terms of electric field strength in straight linear distance, (a) in front of the microwave oven, (b) right side, and (c) left side.

Summarizing, in this study a method to model and characterize the microwave radiation leakage from a domestic microwave oven has been described. This characterization allows simulating the behavior of the oven’s radiated power in an indoor scenario, where the leakage can be a potential source of interference for wireless networks operating at ISM 2.4 GHz band. For that characterization, a detailed model of an oven has been implemented for full wave simulations. To enhance the simulation process and reduce computational cost, a parameter retrieval procedure has been applied in order to characterize the metallic mesh embedded in the microwave oven door as an equivalent surface impedance. Based on these results, a study of equivalent radiation sources has been performed, obtaining an accurate model ready to employ in the in-house 3D Ray Launching algorithm. The comparison between measurements and simulation results shows good agreement (mean error value of 0.15 dB with standard deviation of 0.35 regarding power level distribution and 0.049 V/m in terms of electric
field level, with a standard deviation of 0.126.

Further simulations could be carried out, studying e.g. other kind of equivalent sources, other power distributions among the equivalent sources (e.g. Dolph-Tschebyscheff), and how the phase of the equivalent sources could affect the model, but the presented model is simpler and the obtained accuracy is a good enough approximation to a real domestic microwave oven.

The proposed technique seems to be a good method for obtaining estimations of RF leakage from high power sources in general, such as microwave ovens, which can aid in radio planning considerations prior to the deployment of wireless systems in complex indoor scenarios, while the estimated electric field values can be very useful in order to determine the compliance with radiation limits, as in the case of commercial electronic devices or the ICNIRP exposure levels.


5.3 Application on Dosimetric Studies

Once the modeling of interference sources has been described for its application on the 3D Ray Launching simulation algorithm and a successful model of a domestic microwave oven has been developed, in this section an application based on the obtained simulation model is presented. Taking into account that the microwave oven is a very common appliance at which human beings are usually exposed to, a dosimetric study in collaboration with the Health Institute Carlos III has been carried out.

The analysis of the leaked electric field has been performed taking measurements in an indoor scenario and comparing them to the simulation results obtained by the previously presented novel hybrid method. Once the prediction and measurements of the leaked electric field have been obtained, these values have been compared with the ICNIRP (International Commission on Nonionizing Radiation Protection) scale in order to see if they comply with the corresponding human exposure level. In addition, for a more in-depth study of the human exposure to an operating microwave oven, SAR values on a human body have been estimated.

Due to the different operation modes that microwave ovens support, several cases of maximum output power values have been considered in this study, in the range of 750 W (low power model) to 1800 W (heavy duty model). Figure 5.27 shows the results obtained for the simulation of the complete scenario by the 3D Ray Launching method, for 4 different operating power levels. The microwave oven is located at coordinates (0, 0), with the door orientated facing the positive values of the $m$-axis. As expected, the highest electric field values can be found in the nearest zone of the oven, particularly in front of the door, as the radiated power is mainly due to the leakage through the door. It is worth noticing that, although in lesser extent, the leaked power also affects the zone behind the oven. The radiated electric field can easily reach more than 3 meters, which is a significant distance considering indoor scenarios as home environments. In order to provide insight in relation to the expected leaked E-field values as a function of the
operating power of the oven, Figure 5.28 depicts the region (in grey) where those expected E-field values will be, as a function of distance. It can be seen how the power decreases rapidly with the distance, as expected, and how in the vicinity of the oven the leaked E-field strength difference between operation powers is bigger.

Figure 5.27. 3D Ray Launching electric field results for a height of 0.7m, considering different oven’s operation power values.
Figure 5.28. Linear E-field distribution in front of the oven as a function of operation power level of the oven.

The scenario where the measurements have been taken and the simulations have been performed is placed in the ground floor of the Research and Development building of the Public University of Navarre, and it is the same test bed proposed in the previous section, shown in Figure 5.22. On one hand, measurements with an Agilent Field Fox N9912A spectrum analyzer have been taken (see Figure 5.23 and Figure 5.24). On the other hand, the same measurements have been performed, but with an EME Spy 121 personal dosimeter (see Figure 5.29). This type of dosimeter is specifically designed to make selective measurements of the level of personal exposure (in terms of electric field strength in V/m). Although most regulations require gathering data at a rate of one sample per second for a measurement time of six minutes, the shortest sample rate available for the EME Spy 121 dosimeter device is one sample per 4 seconds, which has been the sample rate used for the measurements in this study. The overall measurement time for each measurement point has been set to 3 minutes instead of 6 minutes due to the big quantity of measurement points proposed for this study (i.e. 650 points). Besides, the purpose of these measurements is to validate the measurement data obtained by the spectrum analyzer as well as the simulation results, proving that
the presented 3D Ray Launching algorithm can be also used for dosimetric assessment duties.

![Image of EME Spy 121 dosimeter](image)

**Figure 5.29.** The EME Spy 121 dosimeter used to obtain electric field values of the leakage of the microwave oven.

In order to show the comparison between simulation results and measurements, three different linear power distributions with transmitter-receiver distance have been analyzed from the measurement/simulation zone. Figure 5.30a represents the radiated oven leakage versus linear distance for a central line, which corresponds to a straight line just in front of the microwave oven, as can be seen in the inset of the figure. Figures 5.30b and Figure 5.30c represent the comparison for left side and right side lines. As can be seen, the electric field values obtained with the spectrum analyzer and dosimeter are heavily similar, as expected. If measurements are compared to simulation results, a high accuracy is also observed. Taking into account the 650 points distributed within the scenario where the measurements have been taken, a total error mean of 0.059V/m is obtained between simulation results and spectrum analyzer measurements. Those values and the values obtained by means of the dosimeter are also close. Specifically, the mean error
between simulation results and dosimeter values is 0.147V/m, higher than the error obtained by the spectrum analyzer measurements, probably due to the loss of information derived from the method employed by the dosimeter to extract electric field samples (i.e., a sample every 4 seconds). It is worth noting how important it is to use a well-developed and detailed microwave oven for simulations in order to obtain accurate dosimetric values throughout a scenario: although the lateral lines used to show the comparison between simulation results and measurements (see Figures 5.30b and Figure 5.30c) are symmetric with respect to the oven’s cavity, the simulation results are different for both lines, as it also happens to the measurement results. The main reason for that phenomenon is that the power leaked through the oven’s door is not uniformly distributed on the oven’s surface, and, consequently, the radiation pattern of the whole oven is not symmetric (see Figure 5.13). Besides, the scenario itself is not symmetric (see Figure 5.22), making the propagated multipath components different for both sides of the oven. The nonsymmetrical radiation characteristics exhibited by the microwave oven can be clearly observed in the results depicted in Figure 5.27.
Figure 5.30. Received electric field distribution versus distance for 3 different linear paths ((a) front, (b) right and (c) left). Simulation as well as measurement results from spectrum analyzer and EME Spy personal dosimeter are represented, with good agreement among them.
EXPOSURE LEVEL ANALYSIS

Studies on the impact of electromagnetic wave exposure on humans and different kinds of animals have led to the specification of different standards, which have been designed to set a nonionizing radiation exposure level compatible with human health. The most authoritative guidelines at international level have been developed by the ICNIRP. The ICNIRP criteria and guidelines specify limit values for occupational exposure as well as for general public exposure. At the frequency of operation of the current work (around 2.45GHz), the ICNIRP general public exposure limit is 61.492 V/m, and occupational exposure limit is 137 V/m. As can be seen throughout this work, the obtained electric field values are lower than 4V/m, so far lower than the ICNIRP limit levels. Figure 5.31 shows the E-field exposure reference levels recommended by the ICNIRP.

![ICNIRP reference levels](image)

**Figure 5.31.** ICNIRP reference levels of E-field exposure for occupational and general public exposure. The specific level for the working frequency of 2.4 GHz has been indicated.
In order to get the specific absorption rate (SAR) for the human body, the in-house developed human body model has been used and situated in three different locations in front of the oven: at a distance of 1 m, 1.5 m, and 2 m from the microwave oven, as seen in Figure 5.32.

![Image](image.png)

**Figure 5.32.** Upper view of the three positions for calculating the SAR, 1m (Green), 1.5m (Red) and 2m (Blue) from the microwave oven.

The SAR values have been obtained using the following expression:

\[
SAR = \frac{\sigma}{\rho} |\vec{E}|^2
\]

(5.3)

where conductivity (\(\sigma\)), tissue density (\(\rho\)) and electric field are considered. This SAR calculation method has been extracted from [San09] and has been previously implemented in other works [Kin08][Wat10][Loa12]. The human body model parameters used in this study, as the age (35-39 years old), the height (1.80 m) and the fat percentage (26.9%) have been chosen taken into account previously.
published works, as well as conductivity of the skin (10.18 S/m) [Agu12], and the human body density (1043 Kg/m³) [Krz67].

In Figure 5.33 the 3D Ray Launching simulation results of the RF power distribution within the scenario under analysis are depicted. The scenario has been simplified in order to show only the interest zone, i.e. in front of the microwave oven, where the human body model is located. The influence of the presence of the human body model in the overall radiated power distribution within the complete scenario can be clearly seen, as lower power levels appear in the regions behind the human body model (shadow effect).

In Figure 5.34 obtained SAR results for the three different simulation cases are depicted, for a microwave oven operating at 1800W, which corresponds to a heavy duty model, not a common domestic microwave oven. As expected, higher absorption has been produced when the human body is closer to the microwave oven.

---

**Figure 5.33.** Power distribution for the zone of the scenario where human body model is placed at 1.5m distance from the microwave oven.
In order to protect people from EMF (Electromagnetic Fields) overexposure, the ICNIRP and the IEEE have defined SAR limits that have been established in the great majority of countries in the world. The restrictions in these guidelines were based on scientific data alone. Currently available knowledge, however, indicates that these restrictions provide an adequate level of protection from exposure to time-varying EMF. Two classes of guidance are presented in ICNIRP, which is the most widespread and used standard [ICN98]:

**Figure 5.34.** SAR values for human body model situated at 1 m, 1.5 m and 2 m in front of the microwave oven.
• **Basic restrictions:** Restrictions are based directly on established health effects. Some of the physical quantities used to specify these restrictions are the SAR, expressed in W/Kg, and the power density (S), in W/m².

• **Reference levels:** These levels are provided for practical exposure assessment purposes to determine whether the basic restrictions are likely to be exceeded. Some reference levels are derived from relevant basic restrictions using measurement and/or computational techniques, and some address perception and adverse indirect effects of exposure to EMF. One of the derived quantities is the electric field strength.

The basic restrictions provided by ICNIRP for whole-body average SAR and localized SAR for frequencies between 10 MHz and 10 GHz are presented in Table 5.5:

<table>
<thead>
<tr>
<th>Exposure Characteristics</th>
<th>Whole-body average SAR (W/kg)</th>
<th>Localized SAR (head and trunk) (W/kg)</th>
<th>Localized SAR (limbs) (W/kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occupational Exposure</td>
<td>0.4</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>General Public Exposure</td>
<td>0.08</td>
<td>2</td>
<td>5</td>
</tr>
</tbody>
</table>

**Table 5.5.** Basic restrictions of SAR for frequencies from 10 MHz to 10 GHz.

The frequency of 2.45 GHz, where microwave ovens operate at, belongs to the range of 10 MHz to 10GHz shown in Table 5.5. After analyzing Figure 5.34, it follows that at the distance of 1 meter, the SAR reaches the value of 8 W/kg in localized areas above the legs. This value is between the levels for occupational and general public of localized SAR. Therefore, the basic restrictions of the SAR values for the general public are exceeded (but the domestic ovens operate at a maximum power level much lower than the level used in this case), although the obtained values are under the levels for occupational exposure.

It can be concluded that although the microwave oven’s leakage can degrade the quality of a wireless communication, as can be seen in the
bibliography, the obtained electric field values are well below the limit values specified by ICNIRP. Diversity in the models of microwave ovens has been taken into account as a function of maximum output power, in the range of 750W to 1800W, obtaining estimations of leakage field exposure within this range. By considering the introduction of the human body model, modification in overall E-field levels can be assessed, as well as initial estimations of SAR values, which can be employed in order to analyze compliance with different regulations. Moreover, the obtained values are compared with these regulations, showing compliance for the complete scenario under analysis in the case of using a conventional microwave oven operating with a maximum output power of 800W.

This technique allows performing assessment of exposure levels in complete scenarios, with feasible computational cost, aiding in the adoption of exposure reduction measurements, such as the identification of the optimal location of potential radiofrequency emitting sources, such as microwave ovens. This analysis in the future can be extended to other types of devices, such as household appliances or industrial equipment.
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Conclusions and Future Work

This last chapter presents the conclusions as well as the future research lines derived from the research work presented in this thesis document. First, Section 6.1 provides a summary of the obtained results and the conclusions, in order to verify the achievement of the initial objectives proposed in Chapter 1. Then, future research lines and trends are shown in Section 6.2.

6.1 Conclusions

As mentioned in Chapter 1, the presented Ph.D. thesis was motivated by the expected exponential growth of wireless device deployment due to the advent of the IoT and the new 5G communication systems, which will lead to extremely dense radio environments. For the development of the work, the in-house implemented 3D Ray Launching algorithm has been the starting point since it is a valuable tool for radio propagation analysis. Figure 6.1 presents schematically the main contributions of this thesis, and the conclusions of the obtained results.
are listed in the following points:

- The first conclusion derives from the application of the 3D Ray Launching tool for radio propagation analysis within different scenarios, all of them being framed in the Smart City environment: The simulation methodology has been validated for Home, Office, Sport, Commercial area, Vehicular and Hospital environments, providing a good trade-off between the accuracy of the estimated results (i.e. RF power distribution) and the required computational time.

- Obtained RF power distribution results show that the morphology and the topology of these complex environments play a relevant role in electromagnetic propagation, due mainly to multipath propagation. Therefore, site specific radio planning is required in this kind of scenarios. For that reason, the presented 3D Ray Launching simulation method is an adequate tool to carry out radio planning tasks.

- The importance of analyzing interferences for optimized radio planning tasks has been highlighted and demonstrated, especially when dense wireless networks and the coexistence of different wireless communication systems are considered. For that purpose, a novel point of view regarding the use of propagation models has been presented in this thesis: The use of the in-house 3D Ray Launching algorithm for analyzing the interference effect on wireless communication links, obtaining SNR, Current consumption and BER estimations.

- It is well known that human bodies create the Shadow Effect in radio propagation. In this thesis, this effect has been analyzed and estimated deterministically by the 3D Ray Launching method, allowing the assessment of the performance of
wireless communication systems for different densities of human beings within Smart City environments.

• Due to the high quantity of wireless nodes that could be present in dense WSNs, 5G communications systems and IoT-based networks, the computational cost for the simulation of such scenarios by the 3D Ray Launching algorithm will be very high. In order to alleviate this problem, an acceleration hybrid 3D Ray Launching-Collaborative Filtering technique has been developed during this thesis work. This new technique reduces the simulation time drastically while the accuracy of the results worsens very little.

• In addition to the interferences generated by other wireless communication systems, electronic devices and appliances also emit electromagnetic noise, becoming a potential source of interferences to wireless communication links. In this thesis the impact of the electromagnetic noise generated by domestic microwave ovens on ZigBee communication links has been studied. This study has led to one of the most important results of this thesis: a novel method for modeling electromagnetic noise sources has been developed, based on equivalent sources theory and 3D Ray Launching simulations. Thus, the radiated power distribution of this kind of sources can be determined within the complete volume of different environments.

• Finally, the modeling of radiating sources has led to its application in dosimetric studies. As the obtained methodology provides deterministic estimations of the radiated power of electronic devices and appliances, these results have been used to obtain SAR levels. Due to the possibilities provided by the 3D Ray Launching tool, this methodology can be used for any scenario where the radiating sources are placed.
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Figure 6.1. Summary of the work presented in this thesis.

Based on the results presented in this manuscript, which are backed by its publication in international journals, it can be stated that the objectives of this thesis have been fulfilled satisfactorily. The importance of the interference analysis on the deployment and performance of the upcoming dense WSNs, 5G communication systems and IoT networks has been highlighted. Besides, it has been demonstrated that the in-house developed 3D Ray Launching algorithm is an accurate and efficient simulation tool to carry out site-specific radio propagation and radio planning tasks within the scenarios where these wireless systems will be deployed (including interference sources), obtaining estimations of the optimal positions for the transceivers, minimizing power consumption, increasing overall system capacity and improving the overall performance of the system.
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6.2 Future Work

The study presented in this thesis document can lead to different work lines. These potential research lines are listed below, which most of them are currently being developed:

- Radio propagation within new environments can be analyzed by the presented 3D Ray Launching method: Sport environments such as stadiums and runner-to-infrastructure communications; Hospital-health environments for the provision of sHealth and mHealth services; Delve into city environments; Intelligent transportation systems; Underwater communications; Forest and vegetation environments; Underground environments.

- Due to the relevance that interference analysis will have with the advent of IoT and the implementations of Context-Aware scenarios, the study of very dense WSNs in different environments by the 3D Ray Launching algorithm is an interesting line of work, where more in-depth analysis regarding QoS parameters of wireless communication systems is required.

- The work developed in this thesis is focused on ZigBee devices due to their appropriate characteristics for the deployment of WSNs applied to Context-Aware scenarios. But another research line is to extend the presented analysis to other wireless systems based on Bluetooth, RFID and WiFi devices.

- In the same way, the study of different frequency bands such as 433 MHz, 868 MHz and higher frequencies (GHz and mm-Wave) is an interesting research field mainly due to the advent of the new 5G networks.
• The hybrid Ray Launching + Collaborative Filtering acceleration technique is being evolved and several improvements are being developed.

• The presented novel hybrid method based on equivalent sources has been applied successfully to a common microwave oven. The method is being improved and its application to other types of electrical devices is a fundamental task in order to validate it: Household appliances such as the wireless devices employed to watch babies (which have been observed that can greatly affect ZigBee and WiFi communications); Industrial equipment such as engines and transformers; Wireless Power Transfer systems; radiated emissions from PCB boards; Urban noise sources such as Smart meters, streetlights (there are specific bulbs that can interfere wireless communications), etc.

• The novel hybrid method itself is being improved with the inclusion of different methodologies to define the equivalent source arrays in the 3D Ray Launching tool.

• The dosimetry line of research is being developed by using the microwave oven model to calculate other dosimetric quantity parameters such as SA (Specific Absorption) and obtaining the dosimetry levels within different and potentially more hazardous environments such as passenger aircrafts.
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