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Positron annihilation lifetime spectroscopy is used to experimentally demonstrate the direct relationship
between vacancies and the shift of the martensitic transformation temperature in a Ni55Fe17Ga28 alloy. The
evolution of vacancies assisting the ordering enables shifts of the martensitic transformation up to 50 K.
Our results confirm the role that both vacancy concentration and different vacancy dynamics play in
samples quenched from the L21 and B2 phases, which dictate the martensitic transformation temperature
and its subsequent evolution. Finally, by electron-positron density functional calculations VNi is identified
as the most probable vacancy present in Ni55Fe17Ga28. This work evidences the capability of vacancies for
the fine-tuning of the martensitic transformation temperature, paving the way for defect engineering of
multifunctional properties.
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The plethora of multifunctional properties that Ni-based
Ni2YZ Heusler alloys display, such as giant magnetoresist-
ance [1,2], the magnetocaloric effect [3,4], large magnetic-
field-induced strain [5,6], and shape-memory effect [7]
are linked to the occurrence of the so-called martensitic
transformation (MT). MT is a first order diffusionless phase
transformation based on electronic properties [8,9] and
driven by Jahn-Teller splitting [10]. These promising
features, however, are hindered by the poor mechanical
properties that these alloys present [11]. In this context,
Ni-Fe-Ga systems are increasingly attracting great interest
due to their mechanical properties and their consequent
enhanced deformation behavior [12–14]. The improved
ductility performance in bulky off-stoichiometric samples
makes the Ni-Fe-Ga system a promising alternative to the
classic Ni-Mn-Ga alloys [15]. Recently, a giant reversible
elastocaloric effect has been reported in Ni-Fe-Ga alloys
near room temperature [16].
Hereby, the control of the MT and its related features

acquire a key relevance for a proper optimization of the
aforementioned functional properties. For instance, in Ni-
Mn based Heusler alloys and in Ni-Fe-Ga systems, the
composition [17] and doping [18,19] are the main factors
affecting the MT temperature (TMT). In the Ni-Fe-Ga
system, the composition can be tuned to get a TMT near
room temperature [20]. Additionally, the microstructure
plays a key role on the MT characteristics [21]. The
magnetism of Ni-Fe-Ga atoms is mainly confined to the

Fe sites and the variation of Fe-Fe distances affects strongly
the exchange coupling [22,23]. Moreover, the degree of
long-range atomic order is found to affect strongly both Tc
Curie’s temperature and TMT, which in some Ni-Mn based
alloys enables shifts of TMT (ΔTMT) of about 100 K [24].
Several works have considered the potential role of

vacancies on MT. Ren and Otsuka [25,26] demonstrate
that the short-range atomic order during MT requires the
diffusion of point defects to stabilize the MT. As vacancies
assist the diffusion and the ordering process, they could
also affect the MT. Indeed, Zhang et al. [27] speculate that
vacancies could be the source of the observed entropy
change in some Heusler Alloy ribbons. Other works point
out the influence that vacancies may have on the pinning of
MT [28–30]. In connection with the ordering process,
Sánchez-Alarcos et al. and Santamarta et al. suggest
different vacancy dynamics as responsible for the changes
observed in Tc [31] and TMT [32–34] in Ni-Mn-Ga and Ni-
Fe-Ga alloys, respectively. Hsu et al. [35] indicate that
vacancies may drive the L21 → B2 order-disorder transi-
tion. However, none of the above suggestions have been
experimentally proven, being the elusive nature of vacan-
cies which has made it less experimentally investigated
compared to other physical factors. As far as we know,
there is no experimental proof of vacancies assisting the
aforementioned processes in the literature.
The vast majority of works have been conducted within

a theoretical framework, where formation energies of
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different types of vacancy defects are calculated [36–40].
Recent works, by first principles calculations [41] and
Monte Carlo simulations [42] link vacancies with the
ordering process and their potential effect on TMT.
Regarding the experimental reports, the most complete
study so far has been conducted by Merida et al. [43,44] in
a Ni-Mn-Ga system by positron annihilation lifetime
spectroscopy (PALS). However, no evidence linking the
vacancy concentration (Cv) and ΔTMT has been reported.
In the present work, by combining PALS and differential
scanning calorimetry (DSC), it is experimentally demon-
strated that there is a direct relationship between vacancies
and ΔTMT in Ni55Fe17Ga28 alloy. It is also proven that the
different evolution of TMT exhibited by samples quenched
from L21 or B2 phases is linked to different vacancy
dynamics in each case. Besides, PALS measurements and
density functional theory (DFT) calculations point out that
Ni vacancies are the most probable defects involved
with ΔTMT.
The synthesized Ni55Fe17Ga28 polycrystalline samples

(see Supplemental Material [45]) were quenched to ice
water from temperatures ranging from 673 up to 1173 K
in 100 K steps. Samples are labeled according to their
quenching temperature (Tq) as Q673K, Q773K, and so
forth. The influence of Tq on TMT has been evaluated by
DSC measurements. As shown in Fig. 1(a), for samples
quenched from Tq < 900 K, TMT increases along with Tq

increase. However, for samples with Tq > 900 K, TMT

decreases as Tq increases. In Ni-Mn based Heusler alloys
and in Ni-Fe-Ga alloys, TMT is highly sensitive to the
atomic order [33,65–67]. Indeed, as opposed to other Ni-
Mn alloys [68], a less ordered L21 phase results in a higher
TMT [33,69]. Thus, the observed increment of TMT for
the samples quenched from Tq < 900 K indicates that for
higher Tq, the retained L21 order degree is lower. However,
for samples quenched from Tq > 900 K, TMT decreases
with the increasing Tq, denoting a higher degree of L21
order retained during quenching.
The different dependencies of TMT on Tq shown by the

as-quenched (AQ) samples matches the occurrence of a
second neighbor ordering transition at 930 K (TL21−B2), see
Fig. 1(a). Thereby, it implies that while Q673, Q773, and
Q873 samples have been quenched within the same
structure (from L21 to L21), samples Q973, Q1073, and
Q1173 have been quenched from the B2 phase to L21.
Santamarta et al. [33,70] and Oikawa et al. [34] ascribe the
dependency that the evolution of TMT has on Tq, to
different Cv for the L21 and B2 phases, which would
promote different long-range atomic order retained during
quenching. Moreover, previous works on Fe-Ni systems
also show the dependence of TMT on Tq, which has been
also ascribed to the presence of quenched-in vacancies [35].
However, none of the previous works contribute any
experimental evidence supporting their claims.

As vacancies mediate the ordering process via diffusion
[43], a different Cv could explain the observed phenomena.
In this context, the powerful combination of PALS and
DFT theory have been proven to be one of the most
accurate techniques for the advanced characterization of
vacancy defects in metals and semiconductors [71,72].
Thus, in order to ascertain the potential role of vacancies
on the ΔTMT, PALS experiments, along with theoretical
positron lifetime calculations have been conducted on
Ni55Fe17Ga28 samples.
Figure 2(a) shows the experimental average positron

lifetime values (τ̄) for samples Q1173 and Q873. As
discussed in the Supplemental Material [45], spectra could
not be decomposed because τ̄ is in a saturation trapping
regime [73]. Anyway, for a given defect (one positron trap),
τ̄ only depends on Cv, and the relation between τ̄ and Cv is
given by the so-called one-trap model [45],

Cv ¼
1

τbμv

τ̄ − τb
τv − τ̄

; ð1Þ

where μv ¼ 1.5 × 1014 s−1 [43,44,74,75] is the specific
trapping rate, τb ¼ 106 ps the theoretically calculated bulk
lifetime (see Table I), and τv ¼ 178 ps [see Fig. 2(a)]. As
inferred from Eq. (1) and evidenced in Fig. 2(b), a larger τ̄
implies a larger Cv.
The inset of Fig. 2(a) shows τ̄ values of AQ Q1173

(AQ1173) and AQ Q873 (AQ873) samples measured in
both the austenite (Fm3̄m, yellow region) and martensite
(I4=mmm, blue region) phases. As indicated by the area
shaded in red, the τ̄ value of sample AQ1173 measured in

(a) (b)

(c) (d)

FIG. 1. (a) Direct TMT versus Tq for all quenched samples.
(b) Direct DSC curves for the 873 and (c) 1173 samples for each
IAC. (d) The evolution of TMT of Q873 and Q1173 samples as a
function of the isochronal annealing temperature Ti.
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the Fm3̄m phase is higher than the one of AQ873. The
same trend is observed for samples AQ1173 and AQ873
measured in the I4=mmm phase, indicating that the B2
phase is characterized by larger Cv than the L21 phase. A
larger Cv results in a larger supply of vacancies, which
assist more effectively the ordering process during quench-
ing. The larger Cv gives rise to an enhanced L21 order
degree in sample AQ1173, which explains the lower TMT
that AQ1173 exhibits compared to AQ873 sample [see
Fig. 1(a) and the area shaded in red of Fig. 1(d)].
In order to study the vacancy dynamics in samples

quenched above and below the TL21−B2, AQ samples were
subjected to isochronal annealing cycles (IAC). IAC consist
of heating up the samples up to a maximum temperature
(Ti) (from 398 to 698 K every 25 K) at a constant rate of
10 K=min. Then, after reaching Ti samples are cooled
down at the same rate to the initial temperature. Figure 2

shows the evolution of both τ̄ and Cv (which inherits the
same evolution of τ̄), as a function of Ti for Q873 and
Q1173 samples. The most outstanding fact is the different
behavior of τ̄ (and Cv) for Q1173 and Q873 in respect to Ti.
For sample Q873, Cv decreases monotonically with Ti

increase, while for sample Q1173 Cv decreases until
Ti ≈ 570 K. Then, from that temperature on, Cv increases
as Ti does, indicating different vacancy dynamics for
samples quenched above and below TL21−B2.
For the sake of comparison, the evolution of TMT is also

tracked by means of IAC. Figures 1(b) and 1(c) show a
detailed shape of the DSC thermogram peaks for samples
Q873K and Q1173K, respectively. In sample Q873K TMT
decreases monotonically with increasing Ti. However, TMT
for sample Q1173 initially decreases with Ti increase, but
above Ti ≈ 570 K, TMT increases along with Ti. In fact, the
same behavior is reproduced for all the samples with Tq <
TL21−B2 and Tq > TL21−B2 (see Ref. [45]). In a nutshell, as
shown in Fig. 1(d), the shift of TMT also shows a different
behavior depending on whether the sample is quenched
above or below the TL21−B2 temperature. Additionally, the
evolution of Cv with respect to Ti matches with the
evolution of TMT with respect to Ti, which suggests that
different vacancy dynamics may play a role in the depend-
ency that the shift of TMT shows on Tq (see Figs. 1 and 2).
In order to complement the experimental PALS results,

DFT calculations of the positron lifetime in Ni55Fe17Ga28
alloy were performed using the atomic superposition
method [77], which provides satisfactory values for
metals and semiconductors [78–80]. Positron lifetime
calculations were performed for exact Ni55Fe17Ga28
composition, where the excess Ni and Ga atoms have
been placed in Fe positions [76,81]. By overlapping the
nþðrÞ positron density with the n−ðrÞ electron density
of the Ni55Fe17Ga28, the annihilation rate λ ¼ τ−1 was
evaluated by

λ ¼ τ−1 ¼ πcr20

Z
nþðrÞn−ðrÞγðrÞdr; ð2Þ

where c is the speed of light in vacuum, r0 the classical
electron radius, and γðrÞ the so-called enhancement factor
that comprises the enhanced electron density due to the
positron Coulombic attraction. n−ðrÞ has been constructed
by adding individual atomic charge densities around Ri
atomic positions for the perfect lattice (bulk) and defected
lattice, with different types of possible vacancies. In off-
stoichiometric conditions, the excess Ni and Ga occupy
the Fe sites [76,81], thus leading to two nonequivalent
positions of both Ni and Ga, and a single Fe position
[see Figs. 3(a) and 3(b)]. As a consequence, five types
of vacancy defects are possible: VNi, VFe, and VGa, and
vacancies of antisite atoms VFe

Ni and V
Fe
Ga. The last vacancies

refer to vacancies of antisite Ga and Ni excess atoms
occupying natural Fe positions [76,81]. Calculations were

(a) (b)

FIG. 2. PALS measurements of the samples quenched above
(Q1173), and below (Q873) TL21−B2. (a) The measured τ̄ and
(b) the corresponding Cv calculated by means of Eq. (1) with
τb ¼ 106 and τv ¼ 178 ps. The inset in (a) show the τ̄ values of
AQ1173 and AQ873 samples measured in both the austenite
(Fm3̄m, yellow region) and martensite (I4=mmm, blue region)
phases.

TABLE I. Structural parameters used in theoretical calcula-
tions. The last column gathers the theoretical defect-related
positron lifetime values calculated by γðrÞBNLDA parameterization.

Cell parameters τv
Phase Ref. [76] Atom Site Occupancy γðrÞBNLDA

VNi 8c (1=4; 1=4; 1=4) 1.00 178 ps
Austenite VFe

Ni 4a (0, 0, 0) 0.16 180 ps
Fm3̄m, 225 VGa 4b (1=2; 1=2; 1=2) 1.00 181 ps
a ¼ 5.774 Å VFe

Ga 4a (0, 0, 0) 0.08 180 ps
VFe 4a (0, 0, 0) 0.76 181 ps
Bulk (� � �) (� � �) 106 ps

VNi 4d (0; 1=2; 1=4) 1.00 176 ps
Martensite VFe

Ni 2a (0, 0, 0) 0.16 178 ps
I4=mmm, 139 VGa 2b (0, 0, 1=2) 1.00 178 ps
a¼b¼5.818Å VFe

Ga 2a (0, 0, 0) 0.08 178 ps
c ¼ 6.49600 Å VFe 2a (0, 0, 0) 0.76 178 ps

Bulk (� � �) (� � �) 104 ps
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carried out in unrelaxed Fm3̄m and I4=mmm structures.
Table I gathers the crystallographic data of the structures
used in the calculations [45].
The enhancement factor γðrÞ of Eq. (2) has been

modeled within the local density (LDA) and generalized
gradient (GGA) approximations using five different para-
metrizations, labeled γðrÞBNLDA, γðrÞAP1LDA, γðrÞAP2LDA, γðrÞAP1GGA,
and γðrÞAP2GGA (for exact expressions see the Supplemental
Material [45]). Results of the calculated defect-related
positron lifetimes are illustrated in Figs. 3(c) and 3(d),
respectively. The area shaded in red indicates the range of
experimental τ̄ values. Calculated bulk lifetimes are not
explicitly shown since in all cases τb ranges between 100
and 130 ps. Thus, in order to explain the experimental τ̄ of
Fig. 2, a vacancy-type defect must be considered [45].
Regardless of the phase and the parametrization used, the

calculated lifetime of VNi is slightly lower compared to the
other ones. Depending on the γðrÞ parametrization, a clear
dispersion is observed. On the one hand, by comparing the
shaded area in Fig. 3(c) and the theoretical calculations, it is
concluded that γðrÞAP1LDA and γðrÞAP2LDA underestimate the
positron lifetime. These characteristic lifetimes cannot
reproduce the experimental values because of the τ̄ ≤ τv
constraint [45]. On the other hand, γðrÞAP1GGA and γðrÞAP2GGA

yield values up to ≈12 ps higher than the experimental
ones.
As previously commented, the evolution of the exper-

imental τ̄ is in the saturation trapping regime. In this
regime, the contribution of the saturated defect overcomes
the bulk contribution and τ̄ reflects the characteristic
lifetime that the defect presents, τ̄ ≈ τv [45,73]. Along
with it, the highest value that has been reached by
quenching has always been around 178 ps. Therefore
the γðrÞBNLDA parametrization is the one that predicts best
the experimental results [82].
The last column of Table I gathers the calculated positron

lifetimes using γðrÞBNLDA. It is worth mentioning that PALS
measurements of samples Q1173 and Q873 during IAC
were taken at 350 K (Fm3̄m phase). The calculated
positron lifetime value of VNi is the one that best matches
sample AQ1173’s experimental value, that is 178 ps [see
Fig. 3(c)]. Additionally, prior to IAC, both quenched
samples were also measured in the I4=mmm phase at
273 K, showing a value of 176 ps for AQ1173 and 174 ps
for AQ873 (see Fig. 2, inset, blue shadowed area). As
shown in Fig. 3(d), the 176 ps value matches with the
calculated value of VNi in the I4=mmm phase. As a result,
the vacancy concentration for AQ1173 is higher than for the
one for AQ873 in both phases, as AQ873 shows values
below 178 ps in the Fm3̄m and 176 ps in the I4=mmm.
These results are in good agreement with most predictions
of vacancy formation energies in Ni-based Heusler alloys
[36–38,40,42], which indicate that Ni is the vacancy that
presents the lowest formation energy, ranging between 0.4
and 0.7 eV. Therefore, it can be concluded that VNi is the
most probable vacancy type defect assisting the observed
shift in TMT. However, the recently proposed parametriza-
tions for γðrÞ [83,84] may shed further proof of the
vacancy-type defect present in Ni55Fe17Ga28.
Finally, taking into account the good agreement between

experimental PALS results and DFT calculations,Cv values
for samples Q873 and Q1173 can be calculated by means of
Eq. (1) using τb ¼ 106 and τv ¼ 178 ps; see Fig. 2(b).
Furthermore, Fig. 4 evidences the mutual dependence of
the evolution of TMT and Cv. It is important to notice that
the variation of TMT (the recovery of the L21 order degree
assisted by vacancies) is relative to the retained L21 order
degree of the AQ samples. The underlying mechanism by
which vacancies drive the ΔTMT may be related to the
interaction of vacancies with partial dislocations [35] or
vacancies acting as pinning centers [30,85], among others.
In particular, Ren and Otsuka [25,26] demonstrate that for
the short-range order adaptation between phases, the aging
of the sample is needed, which opens a time lag for
vacancies to accommodate. The diffusion of point defects
to match the new symmetry may be a plausible mechanism
by which the MT characteristics are altered. Anyway, as
shown by Fig. 4, the present results clearly prove that
vacancies play a fundamental role on ΔTMT.

(a) (b)

(c) (d)

FIG. 3. Illustration of the (a) austenite and (b) martensite
phases of Ni-Fe-Ga alloy. The calculated defect-related character-
istic lifetimes for several possible types of vacancies, as well as
for five different parametrizations of γðrÞ (c) for the Fm3̄m
phase, and (d), for the I4=mmm phase. The red-dashed lines
indicate experimental AQ τ̄ values. The red shaded area illustrates
the experimentally measured τ̄ range in the austenite
phase.
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In sample Q1173, the ordering process during subsequent
IAC is accomplished by a reduction of Cv [Fig. 4(a)], which
in turn, matches the TMT decrease [see Figs. 1(c) and 1(d)],
enhancing the degree L21 order with the consequent
decrease of TMT. Additionally, as shown in the inset of
Fig. 4(a), for Ti values between 550 and 600 K, TMT
increases with Cv increase. Indeed, the increase of Cv and
the increase of TMT take place at the same Ti temperature
and the inset shows their correlated evolution.
Regarding sample AQ873, the same behavior is

observed. During IAC, TMT decreases monotonically
rather than showing a minimum value as Cv does in
Q1173. Even so, the vacancy dynamics of sample Q873
follows the same trend of TMT. Figure 4(b) shows their
mutual dependence and again, the shift of TMT is directly
related with the evolution of Cv. The different evolution
that Cv shows in samples Q1173 and Q873 evidences
different vacancy dynamics in samples quenched above or
below TL21−B2, which results in a different evolution of
TMT. The mutual dependence of Cv and TMT in both
samples do confirm that vacancies play a fundamental role
in the evolution of TMT.
In conclusion, we demonstrate experimentally for the

first time that vacancies assist the shift of TMT. DSC
measurements enable the tracking of TMT, whereas PALS
reveals its dependency on Cv. Thereby, the long-standing
question of whether the different TMT evolution for samples
quenched above or below TL21−B2 rely on different vacancy
dynamics, is answered. Additionally, electron-positron
DFT calculations enable the identification of VNi as the
most probable vacancy in the Ni55Fe17Ga28 alloy. In
summary, this work shows the potential of vacancies
for the fine tuning of TMT, enabling shifts in up to
≈50 K. This work opens the way for defect engineering
in tuning TMT and the related multifunctional properties
of Ni-Fe-Ga alloys.
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