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Abstract

Spatial pooling is an important step in computer vision systems like Convo-

lutional Neural Networks or the Bag-of-Words method. The spatial pooling

purpose is to combine neighbouring descriptors to obtain a single descriptor for

a given region (local or global). The resultant combined vector must be as dis-

criminant as possible, in other words, must contain relevant information, while

removing irrelevant and confusing details. Maximum and average are the most

common aggregation functions used in the pooling step. To improve the aggre-

gation of relevant information without degrading their discriminative power for

image classification, we introduce a simple but effective scheme based on Or-

dered Weighted Average (OWA) aggregation operators. We present a method

to learn the weights of the OWA aggregation operator in a Bag-of-Words frame-

work and in Convolutional Neural Networks, and provide an extensive evaluation

showing that OWA based pooling outperforms classical aggregation operators.

Keras/TensorFlow implementation of ordered weighted pooling can be found at
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1. Introduction

Image classification is one of the main problems in computer vision and pat-

tern recognition, which plays an important role in scene understanding, object

categorization, and many other vision tasks.

Pooling is an essential step in the state-of-the-art image classification method-

ologies as Convolutional Neural Networks (CNN) [1] or Spatial pyramid frame-

work [2]. Pooling is an operation which aggregates local features into a new

and more usable vector. The aggregation of local feature vectors produce more

compact representations and improve robustness to noise, clutter and invariance

to image translation and transformations.

The result of a pooling operation depends on the aggregation operator g used,

because it defines how the local features are aggregated. The most common

operators g are the maximum, used in the well-known network architectures

AlexNet [3] or VGG [4] and the arithmetic mean used in Network in Network

[5] or GoogleNet [6]. Despite having a large influence on the performance of

the network, most models use the maximum or the arithmetic mean [7]. The

maximum and the mean have the advantage that, no parameters are learned in

the pooling layers, however, the pooling operator g used in each layer becomes

an hyper-parameter of the network. Therefore, it is another hyper-parameter

of the network as the number of layers, number of filters per layer, the size of

the filters, learning ratio, etc. It is well known that the selection, for a given

problem, of the most appropriate network architecture and hyper-parameters

has a high computational cost [8].

Let’s suppose a trained CNN with several layers, if the image I which is being

processed by the network contains, for example, a highly defined corner, it will
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produce a very high activation value in the feature channel where the corners

are represented. If the maximum operator is used in the following pooling layer,

said value (which is very high) will spread through the network architecture

and become part of the final feature vector representation of the image. There-

fore, if such corner is representative of the class of the image, then it will be a

discriminative feature and will serve to correctly classify the image.

Maximum pooling tends to give more importance to high activations, re-

gardless of their frequency in the image, on the other hand the arithmetic mean

filters the features that appear in isolation and end up having a smaller value in

the final representation.

The selection of the pooling operator g is not a trivial decision because rely

on each problem, and is influenced by factors like the images themselves, the

features extracted from the images or the architecture proposed.

In this paper we propose a new method called OWA-pooling, in which the

aggregation is made by a weighted average of the ordered elements. In Ordered

Weighted Aggregation functions, the weights are associated not with particular

inputs, but with their magnitudes (in the case of a convolution the weights are

associated to their spatial position in the filter). The weights will be learned in

the training phase such a way the pooling function will propagate the highest

values activations, but also takes into account activation values that appear

frequently.

In summary, the main contributions of this paper are the following ones:

1. We propose to use Ordered Weighted Operators as the pooling operation

in image classification methods.

2. We provide the methodology to learn the weights of the OWA-pooling op-

erator such a way we obtain a parametrized transition between maximum

and average pooling.

3. We analyse the performance of the OWA-pooling in two different im-

age classification frameworks: Bag-of-Words features with a global spatial

pooling [2] and Convolutional Neural Networks.
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4. We show experimentally on public benchmarks that the proposed pooling

method can provide performance gains with respect average pooling and

maximum pooling.

The remaining sections of this paper are organized as follows. Section 2

contains a literature survey of related works. Section 3 presents a preliminary

study of the proposed methodology in the Bag-of-Features methodology. In

Section 4 the pooling methodology is described in CNNs. In both Sections 3

and 4 some experimental results are provided. We conclude in Section 5.

2. Related work

Previous to the fast development of high-performance hardware and the great

success of CNNs in image recognition, Bag-of-Words (BoW) was the state of the

art methodology in image classification [2]. BoW usually includes the following

steps: feature detection, feature description known as coding, and pooling to

obtain a final feature vector of the image. The final feature vectors are used to

classify the image by means of a classifier, usually a Support Vector Machine

(SVM). The process to obtain the final feature vector could be repeated on and

on for regions of the image, like the layers of a network [9], therefore in [10] and

[11] it is argued that the conclusions obtained for a pooling operator in a BoW

model can be assumed in CNN models.

In [7] and [11] Boureau et. al. provide a theoretical study and an empirical

comparison between maximum and average pooling in the BoW model applied

to image classification. They found that maximum pooling is much better than

average pooling, particularly, it is well suited for very sparse feature vectors.

Furthermore, they prove that for binary feature vectors, using the Bernoulli

distribution under the i.i.d. assumption, the maximum expectation outperforms

both average and maximum. The idea of using an expectation of the maximum

comes from the fact that a negative factor of the pooling operation is to favour

high values of local descriptors with low representativeness of the object of the

image. P. Koniusz et. al. [10] try to solve this problem by simply pooling over
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the n largest values. Experiments carried out in [10] use a fixed cardinality

n of three, seven or fifteen. In [12] we studied the cardinality of the pooling

operator that performs the average on the N major values (using BoW and

Spatial Pyramid). Also in [13] we verified that the ordered weighted averages

with fixed weights also give good results in this image classification methodology.

Regarding CNNs, Scherer et. al. [14] showed that a max pooling operation

is superior compared to sub-sampling operations, however they found that max

pooling easily overfits the training set. In stochastic pooling [15], the pooled

map response is generated by sampling from a multinomial distribution formed

from the activations of each pooling region improving the performance in some

datasets. In [16] a global spatial structure is proposed with multiple Gaussian

distributions which pools the features according to the relations between features

and Gaussian distributions.

Due to hyper-parameter selection is a major drawback in CNNs, there are

some works that propose to learn the pooling operator. For example, in [17]

is proposed the operator AlphaMEX which is a non-linear smooth log-mean-

exp function to perform a global pooling before the softmax layer of a CNN.

In [18] was proposed a general pooling framework that captures higher order

interactions of features in the form of a Gaussian Radial Basis Function kernel.

Another two methods are proposed in which the pooling function is learned in

[19]. In the first strategy, a mixing parameter of the maximum value and the

arithmetic mean value is learned. In the second method, a function of pooling

is learned in the form of a tree that mixes the results of different pooling filters.

Sun et.al. [20] propose a learned pooling operation as a linear combination of

the neurons in the region for each feature channel.

Basically, all of these methods try to find a method with the of max pooling

and average pooling, but avoiding their drawbacks.
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3. Learning ordered weighted pooling weights in the Bag-of-Words

setting

In this section we present a first analysis of learning weights in ordered

weighted pooling in the BoW model for image classification. First, we recall

the BoW method, that can be summarised in the following steps:

1. First, local image descriptors, such as SIFT [21], HOG [22] or Gabor are

extracted from images at interest points or in a dense grid.

2. An unsupervised learning algorithm is used to discover a set of prototype

descriptors that is called a dictionary.

3. In the feature coding step, image descriptors are locally transformed in a

new vector decomposing the initial descriptor on the dictionary. It can be

understood as an activation function for the dictionary, activating each of

the visual words according to their similarity with the local descriptor.

4. In the pooling step the codes associated with local image features are

combined over some image neighbourhood. The codes within each cell are

aggregated to create a single feature vector.

5. Training and classification can be performed on the final feature vectors

(usually the concatenation of the signature feature vectors of different cells)

by a classifier, e.g. SVM [23].

Also, we introduce some notation used throughout the work. Let an image I

be represented by a set of low-level descriptors or local features (e.g. SIFT) xi

at N locations identified with their indices i = 1, . . . , N . The signature vector

z representing the whole image is obtained by sequentially coding (Eq. 1) and

pooling (Eq. 2) over all descriptors:

αi = f(xi) , i = 1, . . . , N (1)

z = g({αi}i∈N ) (2)

We will denote as f and g, the coding and pooling operators respectively and

αi the coded vector. The classification performance using z as the input of a
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classifier (e.g. SVM [23]) depends on the properties and the combination of f

and g.

In average pooling, the obtained vector z is the average over the activations

αi of the elements of the image for each component of the coded vector.

z =
1

|N |
∑
i∈N

αi (3)

Whereas in maximum pooling selects the largest value between the activa-

tions of the elements of the image for each component of the coded vector.

zj = max
i∈N
{αi,j} , for j = 1, . . . ,K (4)

being K the number of visual words, i.e. the length of the coded vector.

3.1. Ordered Weighted Pooling

OWA functions belong to the class of averaging aggregation functions. They

differ to the weighted arithmetic means in the weights, that are associated not

with particular inputs, but with the input magnitude. Formally, an OWA oper-

ator of dimension n is a mapping φw : Rn → R that has an associated collection

of weights w = (w1, . . . , wn) lying in the unit interval and summing to one.

They were introduced by Yager [24]. We recall the notation of an ordered vector

as (z ↘) = z1 ≥ z2 ≥ · · · ≥ zn.

φw(z ↘) =

n∑
i=1

wizi s.t.

n∑
i=1

wi = 1 and wi ≥ 0 for every i = 1, ..., n. (5)

Obviously the calculation of the value of an OWA function involves sorting the

array of values to be aggregated. We can obtain typical aggregation functions

[25], with specific weights, for example:

• If w = (0, 0, · · · , 0, 1),then φw = minimum.

• If w = (1, 0, · · · , 0, 0), then φw = maximum.

• If w = ( 1
n ,

1
n , · · · ,

1
n ,

1
n ), then φw = arithmetic mean.
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Let z(I) the final feature vector of an image I. This final vector is the

aggregation of all of the coded vectors α of the dense grid of sizeN . So, following

Eq. (2), an element j of the vector z(I) is calculated with the expression:

z
(I)
j = w · (αj ↘) (6)

3.2. Learning the weights

Let’s suppose that the classifier used is a linear kernel support vector ma-

chine L2-SVM. The L2-SVM uses the square sum of the slack variables (the

regularization term) which makes the SVM less susceptible to outliers and im-

prove its overall generalization. Next equation shows the cost function J(Θ) of

an L2-SVM, being Θ the parameters of the model, z(i) the final feature vector

of an example, y(i) the class of that example, m the number of training exam-

ples, K number of features, i.e. the length of the feature vector and C1 the

regularization parameter:

J(Θ) =
C1

m

m∑
i=1

max
(

0, 1−ΘT z(i)y(i)
)2

+
1

2

K∑
j=1

Θ2
j (7)

Due to we want to learn also the weights of the pooling operator w, if we

substitute z using Equation (6), the cost function remains as follows:

J(Θ, w) =
C1

m

m∑
i=1

max
(

0, 1−ΘT (w ·α↘)(i)y(i)
)2

+
1

2

K∑
j=1

Θ2
j (8)

Moreover we add a regularization term to smooth distribution of weights for

similar activations, such a way we should interpret easily the weights obtained.

J(Θ, w) =
C1

m

m∑
i=1

max
(

0, 1−ΘT (w ·α↘)(i)y(i)
)2

+
1

2

K∑
j=1

Θ2
j+ (9)

+ C2

N∑
i=1

N∑
j=1

Aij(wi − wj)
2

where C2 is th regularization parameter and A is a matrix with elements

Aij = 1 if j = i+ 1 and Aij = 0 otherwise. However, the pooling weights must

satisfy the restrictions
∑N

i=1 wi = 1, and ∀wi ≥ 0 therefore the training step is
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a constrained optimization problem. Using the method of Lagrange multipliers

to convert it into an unconstrained problem:

L(Θ, w, λ, µ) = J(Θ, w) + λ

(( N∑
i=1

wi

)
− 1

)
+

N∑
i=1

−wi ∗ µi (10)

The following equations are the partial derivatives of the parameters Θ, w

and the Lagrange multipliers λ and µi, which can be used in any gradient descent

based optimization algorithm:

∂L(Θ, w, λ, µ)

∂Θj
=
−2C1

m

m∑
i=1

max(0, 1−ΘT (w ·α↘)(i)y(i))(w ·α↘)(i)y(i) + Θj (11)

∂L(Θ, w, λ, µ)

∂wj
=
−2C1

m

m∑
i=1

max(0, 1−ΘT (w ·α↘)(i)y(i))ΘT (wj ·α↘)(i)y(i)+

+ 2C2

N∑
i=1

N∑
j=1

Aij(wi − wj) + λ− µj (12)

∂L(Θ, w, λ, µ)

∂λ
=

( N∑
i=1

wi

)
− 1 (13)

∂L(Θ, w, λ, µ)

∂µj
= −wj (14)

Instead of learning all of the parameters (Θ and w) in the training process,

we can simplify and learn the parameters in an iterative way, first learning the

parameters Θ of the classifier, then find the optimal values of the OWA w. Then

using the OWA obtained, retrain the parameters Θ of the classifier (being the

initial Θ, the one obtained in the first optimization), next, retrain the parameters

of the OWA and so on, until convergence, i.e. the parameters do not change. We

have used this methodology due to it avoids falling in saddle points and achieves

better optimization than training all of the parameters (Θ and w) together from

scratch.

3.3. First Experiment

In this experiment we evaluate the performance of OWA-pooling by means

of the classification accuracy in the 15-Scenes dataset (see Figure 1),on a BoW
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Figure 1: Sample images from 15-Scenes dataset.

setting [2]. Low-level descriptors xi are 128-dimensional SIFT descriptors [21]

of 32 × 32 patches. The descriptors are extracted on a dense grid every 32

pixels, such that the image is divided in 64 cells. The dictionary D is calculated

from 200.000 random descriptors. The vocabulary sizes tested are [24, 25, .., 29].

The coding step is carried out by two different methods, triangle assignment [9]

and sparse coding [26]. The same dictionary was used in both coding methods.

Following the usual procedure, we use 150 training images and the rest for testing

on the 15-Scene dataset. Experiments are conducted over 10 random splits of

the data, and we report the test mean accuracy. The value of the regularization

parameters C1 and C2 are selected by cross-validation within the training set.

In this first experiment we aggregate the feature vectors of the whole image

in the pooling step, without creating regions (like the spatial pyramid method),

so that the overlap between regions does not interfere in the results and the

performance of the pooling operators is clearly reflected in the results.

Our hypothesis is that the pooling weights learned on the iterative process

will be adapted to the data and the features with high activation but low repre-

sentativeness of the object of the image should be filtered. The results depicted

in Table 1, shows that the proposed method improves the results over maximum

and average pooling. Especially for features coded with spare coding, we obtain

more than a 10% increase in the performance. To analyse the relation between
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(a) (b) (c)

Figure 2: Contribution of each cell in the final vector representation. The importance of each

cell is superimposed in the image, transparent cells are more important and darker cells are

less important. (a) Original image, (b) using MAX pooling and (c) using OWA-pooling.

the feature values and their representativeness, in Figure 2 we represent the con-

tribution of each one of the 64 cells on the sum of w · (α ↘) (i.e. the value in

the final vector) in an image that is misclassified by the maximum pooling. We

can see that using the maximum, few cells contribute to the final representation,

but the OWA pooling distribute better the contribution of different parts of the

image (in the case of average pooling all of the cells have the same importance).

Table 1: Accuracies in 15-Scenes dataset with different codings, dictionary sizes and pooling

operations.

Coding Triangle assignment (% accuracy) Sparse (% accuracy)

Dic.Size 32 64 128 256 512 32 64 128 256 512

MAX 43.89 48.94 55.38 60.23 63.09 48.7 55.91 61.78 64.82 68.76

MEAN 39.41 48.02 48.17 48.56 49.43 54.15 61.06 63.06 64.21 64.39

OWA 45.99 49.75 55.57 60.40 64.74 58.18 65.05 71.05 74.89 80.26

4. Learning Ordered weighted pooling in Convolutional Neural Net-

works

In this section we describe how we can use an OWA-pooling in a CNN. Let’s

suppose that we have an OWA-pooling after one convolutional layer and we

want to learn its parameters w at the same time that we train the network. The

pooling parameters could be learned similar to the convolutional filters, because
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the calculation of the gradient ∂J
∂wi

is similar to that of a convolution parameter,

taking into account that it is necessary to sort the values of the activation layer.

However, the pooling parameters must satisfy the restrictions
∑N

i=1 wi = 1, and

∀wi ≥ 0, so we add three terms to the cost function:

J = JCE + C1

∑N
i=1max {0,−wi}+

+ C2

((∑N
i=1 wi

)
− 1
)2

+ C3

(∑N−1
i=1 (wi − wi+1)

2
)

(15)

Where JCE is the cost function of the CNN (for example the cross correlation)

and C1, C2 and C3 are regularization parameters. The first term trigger the

values to be greater than zero, the second term penalizes if the sum of weights

is not one and the third term penalizes the differences between the consecutive

weights. Therefore, the calculation of the gradient to be used in the optimization

algorithm is:

∂J

∂wi
=
∂JCE

∂wi
− C1 + 2C2

(( N∑
i=1

wi

)
− 1

)
wi + 2C3(wi − wi+1) (16)

If wi ≥ 0 the term C1 disappears.

We are going to compare the performance of the OWA-pooling in two dif-

ferent scenarios, in the first experiment, we are going to learn the weights of

an OWA-pooling in a small CNN. In the second experiment, we will test the

performance of the OWA pooling used as a global pooling operation in deeper

networks such as VGG and mobilnet.

4.1. First experiment

In this experiment we want to check the accuracy of already known and

validated CNN when we replace the original pooling operator with our proposed

OWA-pooling. We also want to check if the weights converge towards pooling

operators similar to the original operators ((1, 0, 0, · · · , 0) for the maximum or

( 1
n ,

1
n , · · · ,

1
n ) for the mean). We are going to use the CNN proposed in [5]

which is known as Network in Network (NiN). Its architecture is shown in table

2, where all convolutions are followed by activations type Relu.
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Table 2: NiN architecture

Input Filters channels

32x32 5x5, 192

32x32 1x1, 160

32x32 1x1, 96

32x32 pool1 3x3 Max pooling, stride 2

16x16 dropout 0.5

16x16 5x5, 192

16x16 1x1, 192

16x16 1x1, 192

32x32 pool2 3x3 Ave pooling

8x8 dropout 0.5

8x8 5x5, 192

8x8 1x1, 192

8x8 1x1, 10 o 100

8x8 pool3 8x8 Ave pooling

10 o 100 Softmax

We have trained the network with CIFAR-10 and CIFAR-100 [27] datasets,

which contains 50,000 color images for training and 10000 for test. The images

have a resolution of 32x32 pixels and there 10 and 100 categories respectively.

In table 3 we compare different pooling configurations:

• Orig: is the original pooling operations as shown in table 2.

• MAX: Maximum pooling in the three layers.

• AVE: Average pooling in the three layers.

• OWAL: learn OWA weights for each layer.

• OWALnr: learn OWA weights for each layer without restrictions.

• OWALC: learn OWA weights for each channel of each layer.

• OWALCnr: learn OWA weights for each channel of each layer without

restrictions.

The results obtained verify that when OWA-pooling is used, a similar or

better accuracy is reached compared with the original. Moreover, when the

weights are trained without restrictions, the accuracy is slightly higher. It is
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also verified that fitting a pooling operator for each channel of each layer is not

necessary in this case, in fact, the accuracy of OWALC is lower than OWAL.

Table 3: Accuracies in CIFAR-10 and CIFAR-100 with different pooling operations.

Pooling CIFAR-10 CIFAR-100

(% error) (% error)

Orig 9.76 41.30

MAX 11.24 45.11

AVE 9.50 41.25

OWAL 9.66 40.67

OWALnr 9.42 40.44

OWALC 9.68 41.91

OWALCnr 9.64 41.33

4.1.1. OWA pooling and robustness

Adding more trainable parameters to the network usually means networks

proned to overfitting and therefore with less generalization capacity. To check

this fact we have carried out a robustness test [19]. In this test, the test images

are rotated between -8 and 8 degrees and we compute the accuracy with the

trained networks (Figure 3). We verify that in the case of NiN, the model

with OWAL is the most robust to changes. Therefore, to weight the activations

taking into account only their value, causes the representative feature of the

image to spread through the network to the final representation and improve

the classification.

4.1.2. OWA pooling and regularization

In the previous section we have proved that adding more trainable parame-

ters in OWA not means more overfitting, being OWA and NIN more robust to

changes than other pooling methods. In that way, in this section we combine

OWA with other common regularization techniques to prove if both methods

are complementary leading to an improved result. We have tested two different
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(a) (b)

Figure 3: Robustness to rotation. Vertical axis of the graphs represents the accuracy and the

horizontal axis the angle that the images are rotated. (a) Results for NiN trained in CIFAR-10

and (b) Results for NiN trained in CIFAR-100.

recent regularization approaches in CNNs:(1) data augmentation by means of

random erasing [28] and (2) an structured dropout called DropBlock [29]. In

training, random erasing randomly selects a rectangle region in an image and

erases its pixels with random values. We have trained the NiN model (both,

the original architecture and using OWA pooling in every pooling layer) in the

CIFAR-10 dataset with random erasing. We found that this regularization does

not have a positive effect on the results, actually the accuracy in both mod-

els, with and without random erasing was almost the same of Table 3. This

may be because the NiN network is not a deep network compared to ResNet or

VGG, where other authors have proved that random erasing increases accuracy

in CIFAR-10.

However, the structured dropout DropBlock [29], where units in a contiguous

region of a feature map are dropped together, improves the accuracy in our ex-

periments. We have tested different block sizes and probabilities and the results

shows that the model trained with DropBlock increases accuracy. The error

of the best OWA model decreases from 9.42 to 8.26 which is a very important

improvement (Table 4). Therefore OWA pooling is complementary with Drop-

Block and can be used to increase the accuracy. Even, the largest improvement

is obtained when the NiN network pooling operators are OWAs.
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NiN Max Ave OWA

Original 9.76 11.24 9.5 9.42

s1 = 4, p1 = 0.8, s2 = 2, p2 = 0.8 9.09 11.26 9.3 9

s1 = 5, p1 = 0.8, s2 = 3, p2 = 0.8 8.92 10.32 8.5 8.31

s1 = 5, p1 = 0.5, s2 = 3, p2 = 0.5 9.85 12.71 9.42 8.89

s1 = 7, p1 = 0.8, s2 = 5, p2 = 0.8 8.71 10.44 8.63 8.26

s1 = 7, p1 = 0.5, s2 = 5, p2 = 0.5 9.93 14.3 9.35 9.14

Table 4: Comparison of error percentage in CIFAR-10 of the NiN network trained without

regularization (Original) and with DropBlock in different configurations. MAX, Ave and PWA

where all of the pooling operators are maximum, the average and OWA respectively. s1 and

s2 are the size of the blocks in layers 1 and 2 respectively and p is the keep probability.

4.1.3. Weight analysis

In the Figure 4 are depicted the weights of the three pooling layers learned

for NiN network in the OWAL case for CIFAR-10 (weights for CIFAR-100 are

similar). In both figures the weights are depicted in order, i.e. the weight in

position 1 will multiply the largest value of the vector, the second weight with

the second largest and so on. Figure 4(a) represent the nine weights for first

and second pooling layer, for both layers weights are around the average but

both giving more importance to the smaller activations. Figure 4(b) shows the

sixty-four weights of the third layer which also boost lower activations.

4.1.4. Performance analysis

The biggest problem with OWA pooling is the need of sorting the activation

values. The introduction of the magnitude order into the training algorithm,

makes computing times grow. In the table 5 we show the increase of time of the

different models with respect to the original. The time cost of the OWAL model

is not too large and it is probably faster than test the combinations of maximum

and average pooling operators for each layer of the network (for small networks).

Therefore the main conclusion of this experiment is that, OWA pooling can be

used in real cases in which we do not know the correct architecture and we
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(a) (b)

Figure 4: (a) 9 learned weights of the OWA-pooling for layers 1 and 2 of NiN trained with

CIFAR-10. (b) 64 learned weights of tthe OWA-pooling for layer 3 of NiN trained with CIFAR-

10.

decided to introduce in the training step the pooling operator learning.

Table 5: Comparison of training times with respect to to the original NiN architecture.

NiN Orig MAX AVE OWA

Time 1 1.02x 0.95x 4.06x

4.2. Second experiment. Global pooling layer

This second experiment is motivated by two factors. Firstly, pooling oper-

ations in intermediate layers of neural networks usually aggregate only a few

values, (usually 2x2 or 3x3 pool size), compared with our first BoW experiment

where 64 values were aggregated. So we wonder if this operation is more im-

portant when bigger regions are aggregated like the global pooling. Second, as

we discuss in the previous section, OWA-pooling increases the execution time of

the pooling layers, this problem is bigger as deeper is our neural network and as

larger are the input dimensions of our image. For example, for an input image

of 224x224x3 pixels that after initial convolutions have a size of 222 width x 222

height x 32 filters a 2 x 2 pooling size will produce 394272 pooling operations.

Taking into account this two aspects, we decided to study the performance of
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applying our OWA-pooling only as global pooling layer. This global pooling

layer is common among different well known architectures.

We study the performance in two well-known neural network architectures,

VGG13 and MobileNet. VGG architecture do not contain a global pooling layer

like MobileNet, so in our experiments we use the original architecture till the

pool5 layer, where we concatenate a global pooling layer followed by a softmax.

Two datasets were used, 15-Scenes and Caltech-UCSD Birds (CUB200).

CUB200 is a dataset with 6033 bird images classified in 200 different species. For

15-Scenes experiments we set as image size 256x256 pixels, using 150 images per

class for training purposes. In Cub200 experiments we rescale images to 224x224

pixels and we split the dataset using 80% of the images for training and the other

20% for validation and test purposes. We made random data augmentation in

both datasets by horizontal flips, rotations, translations and zooms. The param-

eters used in 15 scenes were: 10 degrees of rotations, 15% translations, and 10%

zoom. In CUB200 experiments were: 15 degrees of rotations, 15% translations,

15% zoom and 15% shear. All of the experiments in this two datasets began

with pre-initialized Imagenet weights for both architectures. Then, the model is

trained a few epochs with different aggregations in the global pooling layer. The

number of epochs that is trained each model depends on its own convergence.

CUB200 VGG was trained 300 epochs and CUB200 MobileNet 150 epochs. For

15-Scenes, the net VGG was trained for 25 epochs and MobileNet 50 epochs.

In Table 6 we show the results obtained for different global pooling operators:

AVE (average mean), MAX (maximum), OWA, OWAco (OWA-pooling con-

strains are implemented by means of the constrains module from keras instead

of the regularization formulation of Eq. (15)), OWAnr (uncostraied weights)

and OWAC (a OWA-pooling operator is learned per channel).

Results using OWA-pooling for VGG architecture are better compared with

average or maximum. It is important to take in account that the original ver-

sion of VGG for the 15-Scenes experiments is better than the rest of values,

this accuracy should be seen as a reference, because using the global pooling

18



Table 6: Classification error in CUB and 15-Scenes with different global pooling operations

Model Global Pooling CUB (300 epochs) 15-Scenes (25 epochs)

(% error) (% error)

VGG Orig (+ 4million param.) 27.92 8.92

VGG AVE 28.29 14.94

VGG MAX 25.06 11.61

VGG OWA 23.2 10.76

VGG OWAco 23.78 10.85

VGG OWAnr 24.48 10.88

VGG OWAC 23.94 12.21

VGG OWACco 23.49 11.32

VGG OWACnr 24.28 10.92

CUB (150 epochs) 15Scenes (50 epochs)

(% error) (% error)

MobileNet AVE 22.29 6

MobileNet MAX 25.77 7.82

MobileNet OWA 23.94 6.42

MobileNet OWAco 23.69 6.22

MobileNet OWAnr 26.1 6.53

MobileNet OWAC 22.43 5.88

MobileNet OWACco 23.62 5.75

MobileNet OWACnr 23.94 6.42

instead of the fully connected layers means that our proposed test architecture

has 4 million less parameters. Also it is remarkable to see that for the CUB200

experiment the better experiment using OWA-pooling outperforms the original

model even with significantly fewer parameters.

For MobileNet, in the CUB200 dataset, the best global pooling is the average,

which is the pooling operator of the original architecture, but the best OWA

reaches almost similar error. However in 15-Scenes, the best result is obtained

learning a OWA-pooling for every channel. Summing up, we can conclude again

that our proposed aggregation technique produce better results than the classical

average or maximum aggregation, and in the worst case results are similar. This

take sense if we consider that for some problems maximum pooling and average

pooling can be the best option, and this aggregation functions are particular

cases of OWA pooling that can be learned during the training process.
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4.2.1. Weights analysis

In Figure 5 are shown the weights of two different cases of this second experi-

ment. In the left image are shown the 64 weights using the VGG model with the

15-Scenes dataset (OWA). In the right image are represented the 49 weights for

each pooling function learned in OWAC using MobileNet model for the CUB200

dataset. The mobilenet architecture used is 1024 dimensions depth in the global

pooling operation, so in this image are represented these 1024 learned weight

vectors. In both cases, the resultant aggregation functions penalize the high-

est value but give more weights to he highest values. This result verifies the

conclusions obtained by Boureau et. al. [7].

(a) (b)

Figure 5: (a) 64 learned weights of the OWA-pooling for the global pooling layer using VGG

model and 15-Scenes dataset.(b) 64 learned weights of the OWA-pooling for the global pooling

layerfor every chanel (OWAC) using MobileNet model with CUB200 dataset.

5. Conclusions

In this paper we propose a pooling method based on ordered weighted av-

eraging operators named OWA-pooling. We have studied empirically the per-

formance of OWA-pooling compared to common aggregation methods applied

to image classification problems for BoW method and for CNNs, in four differ-

ent datasets. In all of the experiments, the OWA-pooling learned obtains an

accuracy equal or better than the maximum or average pooling. We can deter-

mine that OWA-pooling is a self-configurable aggregation, and can be used to
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avoid the choice of a pooling function in the designing process of a recognition

architecture.
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