Development of lexicons of video games attributes
1. Introduction
In this research, we used the lexicon-based method to quantify the number of attributes in the seller-created and buyer-created text content. E-commerce researchers have used the lexicon-based method to quantity number of attributes, which is an important dimension of informativeness (Sun et al., 2019; Yi & Oh, 2021). Lexicons are standardised vocabularies that facilitate communication across diverse audiences (Lawless & Civille, 2013). In the video game context, lexicons of video games attributes describe characteristics of video game products. To implement the lexicon-based method, researchers need to either develop a set of new lexicons (Yi & Oh, 2021) or enrich the existing ones (Sun et al., 2019) in the context of interest.
2. Methodology
As no prior developed lexicons of video game attributes are found, we developed the lexicons using n-gram analysis. In n-gram analysis, researchers study the relationships among the vocabularies by focusing on the terms and the ones that follow them, which provides insights into which sets of terms usually occur together in the corpus (Silge & Robinson, 2017). In general, word sequences of two (bigram) or three (trigram) are most frequently used in n-gram analysis (Martin et al., 1998). Researchers have implemented bigram analysis to develop lexicons for wireless earphones products in the e-commerce context (Yi & Oh, 2021). 
We chose to develop the lexicons using the product dataset with the observations in step 5 of the screening process (n = 7506, see Table 1), with the corresponding review dataset (n = 43085). We used the mentioned product dataset (n = 7506) instead of the final screened dataset (n = 5248) to enhance the representativeness of the bigrams so that they are not only applicable in our research but also can be used in future research. In this research, we followed the steps below to develop the lexicons.
[bookmark: _Hlk95916267]First, we pre-processed the documents in the product and review datasets separately. We removed the special characters (e.g., &$%,.), tokenised the documents into bigrams, and removed the stop words (e.g., a, the, can, be, if) from the corpora. Stop words have grammatical functions but do not contribute to text analysis based on bag-of-words (Wilbur & Sirotkin, 1992). In this step, there were 133736 bigrams in the product corpus and 207699 bigrams in the review corpus. 
Second, in line with the previous study (Yi & Oh, 2021), we screened out the bigrams that occur infrequently in the corpora. In this study, we selected the bigrams that occurred at least ten times in the corresponding product and review corpora. In this step, there were 7018 bigrams in the product corpus and	3670 bigrams in the review corpus.
Third, we combined the bigrams from the two corpora into a single corpus. In this step, there were 10688 bigrams left in the corpus.
Forth, we needed to acquire the word parts of speech because not all term combinations that formed bigrams in the corpus were meaningful. To make the bigrams semantically meaningful, the combinations of terms should be compound nouns. The combinations of the terms in the bigrams should conform to the general rules for compound nouns in the English language: either "adjective + noun" or "noun + noun" (Downing, 1977). To sort the compound nouns from the corpus, the word parts of speech must be labelled for every bigram in the corpus. To achieve this objective, we used the function of syntax analysis incorporated in Amazon Comprehend[footnoteRef:1]. We called the AWS Comprehend API using the bigrams as the input. The API returned the associated parts of speech. For instance, if we introduce "single player" as input, the API will return "ADJ NOUN" as a result. After obtaining the syntactic labels, we included the bigrams exclusively with the syntactic combinations of "adjective + noun" and "noun + noun". In this step, there were 7093 bigrams left in the corpus. [1:  URL: https://aws.amazon.com/comprehend/features.] 

Fifth, we lemmatised the bigrams to create a more parsimonious set of lexicons. Lemmatisation is a process of transforming a word's inflected forms to the dictionary form (Lemma of the word). For instance, after the lemmatisation, the bigram "multiplayer modes" was transformed to "multiplayer mode". Moreover, we needed to remove the duplicated bigrams in the corpus. There were two sources of duplicate cases. On the one hand, when combining the bigrams from product and review corpora, the common bigrams were generated from the two corpora. On the other hand, after lemmatising the bigrams, some bigrams were transformed to the original forms that always existed in the corpus. After removing the duplicated bigrams, 5850 bigrams were left in the corpus. 
Sixth, we conducted the social network analysis to detect the noun terms most frequently modified by adjectives or other nouns. Marketing researchers increasingly use social network analysis and graph representation to explore the structural and relational positions of the network members (Sharma et al., 2018; Webster & Morrison, 2004). In this study, we used the bigrams as the input to construct a weighted directed graph, which had 2835 nodes and 5850 edges. The weights in the graph are the frequency values that the bigrams appear in the corpus. As we wanted to detect the most modified noun terms, we calculated the in-degree centrality for the nodes in the graph. Moreover, we also visualised the graph to present the most influential nodes and edges among the terms that form bigrams. 
Table 2 summarises the procedure of lexicon development.
In terms of the software environment, we called the requests from Amazon Comprehend and conducted the social network analysis using R in the RStudio. We used the package aws.comprehend to call the Amazon Comprehend API. Moreover, we used the igraph package to conduct the social network analysis and used Gephi to visualise the graph.
3. Results
The complete lexicons of video games attributes can be seen in Appendix II. The top ten noun terms that are most frequently modified by adjectives or other nouns are listed as follows, which are measured using in-degree centrality: game (25651), mode (6439), player (3137), play (2877), character (2831), edition (2785), world (2407), version (2401), and story (2296), experience (2284). The top ten bigrams that most frequently appear in the corpus (the edges with highest weights in the graph) are listed as follows: fun game (2118), nintendo switch (1846), video game (1743), single player (1554), game play (1542), game mode (1148), resident evil (916), new game (811), and story mode (810). Figure 1 visualises a part of the graph representing the giant component[footnoteRef:2] with the highest in-degrees (≥200).  [2:  A giant component is the biggest connected component of a given graph.] 
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	[bookmark: _Ref86569446]Step
	Operation
	n

	1
	The original number of observations.
	9639

	2
	Remove the observations with duplicated ASIN code.
	9565

	3
	Remove the observations that:
1. Do not have the ranking information.
2. Do not have any product description.
3. Do not have the price.
	7717

	4
	Remove the observations with low language confidence score ( < 0.9).
	7539

	5
	Remove the observations in which the product description is not written in English.
	7506

	6
	Remove the observations with extraordinary price (less than $10 or higher than $100).
	6771

	7
	Remove the observations without customer reviews.
	5271

	8
	Remove the outliers.
	5248


[bookmark: _Ref95906008]Table 1 Screening procedure.


	Step
	Operation
	n

	1
	Choose the product dataset with the observations in which the product description is written in English, apart from the corresponding review dataset.
	7506 observations in the product dataset
	43085 observations in the review dataset

	2
	Remove the special characters, tokenise the documents into bigrams, and remove the stop words from the corpora.
	133736 bigrams in the product corpus
	207699 bigrams in the review corpus

	3
	Select the bigrams that occur at least ten times in each corpus. 
	7018 bigrams in the product corpus
	3670 bigrams in the review corpus

	4
	Combine the bigrams from the two corpora into a single corpus.
	10688 bigrams in the corpus

	5
	Include the bigrams exclusively with the syntactic combinations of "adjective + noun" and "noun + noun"
	7093 bigrams in the corpus

	6
	Lemmatise the bigrams and remove the duplicated bigrams.
	5850 bigrams in the corpus

	7
	Construct the graph of the bigrams.
	2835 nodes and 5850 edges in the graph


[bookmark: _Ref95988776]Table 2 Procedure of lexicon development.


[bookmark: _Ref95992565]Figure 1 Visualisation of the bigrams.
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