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Abstract 

This paper proposes a methodology for sizing stand-alone hybrid photovoltaic-wind power 

generation systems. This methodology makes it possible to optimise the overall performance of 

the stand-alone system components, based on the premise of guaranteeing the power supply 

throughout the useful life of the installation at a minimum cost. The sizing is performed in two 

stages. Firstly, the components of the wind and photovoltaic power generation subsystem are 

obtained and, secondly, the size of the storage subsystem is determined. For the storage 

subsystem sizing, account is taken of the variation in efficiency according to the operating point 

and also the deterioration of the subsystem due to aging and, therefore, the loss of available 

energy during the useful life of the installation. This methodology is applied to a stand-alone 

traffic control system located on a secondary road in the Autonomous Community of Valencia 

(Spain). This system comprises wind and photovoltaic power generation components, a lithium 

battery bank and various traffic management components. Finally, an analysis of the proposed 

sizing is made. Satisfactory results are obtained, showing how the proposed methodology makes 

it possible to optimise the sizing of stand-alone systems with regard to the size of its 

components, cost and operation. 
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1 Introduction 

Renewable energy-based stand-alone systems make it possible to supply power to those places 

where there is no nearby power grid or the cost of extending the power line is too high. 

Moreover, this renewable energy generation helps to mitigate the environmental impact of 

conventional energy sources. However, due to the intermittency of renewable energy resources, 

stand-alone renewable systems are faced with the problem of guaranteeing a continuous power 

supply. In this respect, hybrid systems using two or more renewable energy sources offer 

greater reliability of supply, design flexibility and, in general, greater profitability. In this 

context, the photovoltaic-wind power systems may represent an excellent trade-off between 

reliability of supply and cost, while the use of both energy sources means that it is possible to 

reduce the dependency on storage subsystems [1–3].  

The storage subsystem in stand-alone systems must be capable of supplying power whenever 

the energy generated is insufficient to meet demand. It must also comply with certain 

requirements with regard to its power capacity and capability. Power capacity is necessary in 

order to adapt to the seasonal variability of the renewable resource, such as reduced irradiance 

in winter or a reduction in wind speed in summer. With regard to power requirements, the 

storage subsystem must be able to deal with power fluctuations resulting from renewable 

generation (rapid variations in wind speed and in irradiance) and from consumption (load 

connection and disconnection). Although there are a whole range of storage technologies, such 

as hydrogen [4-7], supercapacitors [8, 9], flywheel [10], etc., batteries are the technology that 

offers the best relationship between power density and energy density for use in stand-alone 

renewable systems [11,12]. Traditionally the lead acid battery was the most common 

technology in stand-alone systems, due to its low cost compared to other battery types [13-17].  

However, over the last few years, the decreasing price of lithium-ion batteries and their 

improved performance compared to lead acid batteries (useful life, energy density and power 

density, deep cycles, etc.) mean that lithium-ion batteries are now an extremely attractive option 

for stand-alone renewable systems [18]. 

In the literature, there have been numerous investigations into methodologies for the sizing of 

stand-alone hybrid systems. Conventional methods are based on balancing the energy generated 

and consumed by the system, requiring the availability of meteorological data in order to 

estimate the energy generated [2]. Analytical techniques are also used, based on probabilistic 

methods, graphical constraint or computing tools [19]. Other methods are based on advanced 

optimisation techniques with genetic algorithms, artificial neural networks or fuzzy logic [20-

22]. Likewise, there are a number of commercially available software packages such as 

HOMER, HOGA and HYBRID2, which make it possible to perform the sizing of stand-alone 

systems [23]. In general, the sizing methods are based on reliability and/or economic criteria, 
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such as loss of power supply probability, cost per kWh, level of autonomy, total cost and load 

energy requirements or yearly loss of load probability [19, 20, 24]. In short, the sizing methods 

are directed at obtaining stand-alone systems that guarantee the energy supply and minimise 

installation costs. Some of these methodologies consider a constant storage subsystem 

efficiency for the sizing [12-16], whereas others consider an efficiency which varies according 

to the storage subsystem operating point (current and/or state of charge) [21, 23]. This makes it 

possible to obtain a sizing which is more in line with the application. 

Traditionally, sizing methodologies have considered the useful life of the system components 

and the costs involved in replacing the equipment and its maintenance [25]. However, little 

attention has been paid to the problems presented by the deterioration of the storage subsystem. 

Generally, batteries are an essential part of stand-alone renewable systems as they ultimately 

guarantee a continuous power supply to the system loads during the expected useful life, and 

not solely during the first years of operation. Batteries degrade due to use and also over time. 

The principal causes of this degradation, known as aging, are related to time, charge processing 

and certain operating parameters such as temperature, state of charge, current and depth of 

discharge. A common approach is to distinguish between calendar aging (a consequence of the 

passage of time) and cycle aging (a consequence of the battery use) [26]. Battery aging results 

in capacity fade, on the one hand, meaning that less energy can be stored and, on the other hand, 

power fade, which is an increase in the internal resistance and subsequent reduction in the 

power management capability. With regard to the above, battery aging may mean that, at a 

given moment in time, there is insufficient power to supply the stand-alone systems loads. 

Moreover, to a large extent, the battery aging determines the useful life of the system. For both 

reasons, it is important to include the aging phenomenon in the stand-alone system sizing 

methodology. It is therefore possible to ensure a continuous power supply during the useful life 

of the corresponding stand-alone installation.  

This paper develops a methodology for sizing stand-alone systems in order to optimise the 

sizing of all the system components, including the storage subsystem, based on the premise of 

meeting the energy requirements throughout the useful life of the installation at a minimum 

cost. Specifically, the proposed methodology is applied to a stand-alone traffic control system 

(TCS) located on a secondary road. This system comprises a wind and photovoltaic (PV) 

renewable energy generation subsystem, a battery-based energy storage sub-system and a TCS 

made up of a Universal Remote Station (URS), two Variable Message Signs (VMS) and a 

number of sensors (turn magnetics, laser sensors and fog sensors). Finally, an analysis of the 

proposed sizing is made and, in turn, this is compared with more conventional sizing 

methodologies. The methodology developed in this article can be applied to a wide range of 
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stand-alone systems and, specifically, it is extremely useful for those systems in which there 

must be a continuous power supply to the loads. 

2 Description of the sizing methodology  

This section provides a general description of the methodology for sizing stand-alone hybrid 

PV-wind systems. The ultimate aim is to optimise the renewable generation components and the 

storage subsystem, ensuring a continuous power supply to the loads throughout the useful life of 

the installation at a minimum cost. 

Fig. 1 shows a flow diagram of the proposed methodology. The methodology is divided into 

two stages. The first stage involves the sizing of the generation components, while the storage 

subsystem sizing is determined in the second stage. The first stage determines the required 

number of wind-turbines (NW) and PV modules (NPV). Once the number of renewable energy 

generation components has been obtained, the next step is to size the storage subsystem, in other 

words the number of batteries required. This second stage is broken down into three steps: pre-

sizing, sizing by electrical model and sizing by aging model. The first step, pre-sizing, gives the 

number of batteries required (Nc_P) considering the battery efficiency to be constant. The next 

step is the sizing by electrical model in order to obtain the number of batteries required (Nc_EM) 

considering a variable efficiency obtained through the battery electrical modelling. The third 

and final step is the sizing by aging model which makes it possible to obtain the number of 

batteries required in order to guarantee a continuous power supply to the stand-alone system 

loads (Nc_AM) throughout the useful life of the installation.  
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Fig. 1. Flow diagram of the proposed sizing methodology 

2.1 Sizing of the renewable energy generation elements 

2.1.1 Resource analysis  

For the power supply system sizing, a study needs to be made of the energy resources (wind and 

solar) available at the installation site. The aim is to calculate the wind and PV hourly energy 

per area unit.  

The available wind potential can be obtained from databases or companies specialising in 

obtaining the wind resource [27]. Generally, the baseline data used are the hourly wind speed at 

a given height for a typical year at the site. This height does not usually match that of the wind 

turbine hub and, therefore, in order to obtain wind speed (v) at wind turbine height (h) baseline 

speed (vref) is extrapolated to baseline height (href) taking account of the ruggedness of the 

terrain (h0) using the following expression: 
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The calculation of the wind power generated is made using the power curve for the wind turbine 

selected, in relation to the wind speed. Furthermore, the power stage efficiency is taken into 

account. This efficiency varies between 92 to 98% depending on the electronic converter 

topology [28]. 

With regard to the solar resources, the data can also be obtained from databases or companies 

specialising in energy resources [29-31]. In general, this is based on daily radiation on a 

horizontal surface for a typical year, while temperature data are also available to better 

characterise the solar resource. The values for global radiation on a horizontal surface are used 

to obtain the beam and diffuse radiation on a horizontal surface. The next step is to determine 

the optimum PV module tilt, which depends on the latitude of the site, and it is south facing. 

This tilt is used to obtain the tilted surface radiation (beam, diffuse and reflected). And, taking a 

number of losses into account (incidence angle, soiling, temperature, mismatch losses) the PV 

energy is calculated [32, 33]. Furthermore, the power stage efficiency is taken into account. This 

efficiency varies between 95 to 98% depending on the electronic converter topology [27]. 

2.1.2 Consumption analysis 

The installation consumption must be determined, in order to correctly apply the sizing 

methodology. To do so, this consumption can either be estimated or experimental measurements 

can be taken during a given system operating time. This consumption must include the 

efficiency of the conversion stage to supply the system loads. Furthermore, it is important to 

analyse the various system loads given the fact that, on occasions, it is possible to minimise 

their consumption and, therefore, to reduce the size of the stand-alone power system. 

2.1.3 Sizing of the renewable generation subsystem 

Once the renewable resource and the consumption of the stand-alone installation have been 

analysed and characterised, the next step is the sizing of the renewable generation components. 

To do so, firstly f is defined as the fraction of the energy consumption covered by the PV 

subsystem and (1-f) the fraction covered by the wind-power subsystem. Therefore, the energy 

balance of the renewable energy system can be expressed as follows: 

conpvpv EfAe ⋅=⋅          (2) 

( ) conww EfAe ⋅−=⋅ 1          (3) 

where epv and ew represent the PV and wind energy generated per area unit, Apv and Aw represent 

the area of the PV and wind-power subsystems respectively, and Econ is the energy consumed. 
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Parameter f varies from 0 to 1 with increments of 0.1. When f = 0, all the consumption is 

covered by the wind-power subsystem. Conversely, for f = 1, all the consumption is covered by 

the PV subsystem.  

The method considers the worst month from an overall perspective, in other words, taking both 

energy resources into account. The selection of this month as a baseline for the sizing represents 

an intermediate solution between the use of a month with mean annual data and the independent 

calculation of each of the generation subsystems for their respective worst months. This is due 

to the fact that the use of a mean month with annual data would lead to an insufficient power 

supply system and the independent selection of the worse months for each resource would lead 

to an over-sized system [34]. Considering the worst month involves making the sizing for the 

month in which the total area, namely the sum of the PV and wind-power area, to cover 

consumption is at its maximum. Therefore, the areas for the generation subsystems for each 

month of year i, can be expressed as follows: 
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The areas for each generation subsystem can be used to calculate the installed power in each 

area. The month with the highest sum of both powers is termed the worst month. 

Given the fact that the areas of the subsystems are dependent on f there is a worst month for 

each value of f. Therefore, the method will obtain 11 combinations of wind turbines and PV 

modules, which correspond to 11 possible values of f. The results obtained represent the exact 

areas required to cover consumption. The definitive number of wind turbines (Nw) and PV 

modules (Npv) is the one that makes it possible to guarantee an area that is equal to or greater 

than the one calculated. 

2.2 Sizing of the storage subsystem  

2.2.1 Pre-sizing of the storage subsystem  

The first stage of the storage subsystem sizing involves the pre-sizing of the battery bank 

considering a zero loss of load probability and therefore guaranteeing a continuous power 

supply. This pre-sizing is based on considering a mean and constant efficiency of the battery 

bank, regardless of its operating mode. For each value of f, the hourly energy difference (Dj,f) is 

calculated through the hourly energy generated (Egen,j,f) and consumed (Econ,j): 
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fjgenjconfj EED ,,,,   −= , j = 1,2,…8760; f = 0, 0.1,…1     (7) 

where Egen,j,f is calculated as the sum of the hourly energy generated by each renewable 

subsystem: 

fjpvfpvfpvfjwfwfwfjgen EANEANE ,,,,,,,,,,    ⋅⋅+⋅⋅= ,j = 1,2,…8760;f = 0,0.1,…1 (8) 

The battery bank must cover the difference (D). If the difference is positive, then Econ is not 

completely covered by the renewable generation subsystem and the energy deficit must be 

supplied by the battery bank. Conversely, when Egen is greater than Econ, the battery bank can 

store the excess energy. Calculated below is the cumulative energy difference (DA) for each 

hour of the year and for each f value, based on the DA for the previous hour and the D for the 

current hour, using the following expression: 

fjdcfjfj DDADA ,,,1,  C  ⋅+= − , j = 1,2,…8760; f = 0, 0.1,…1    (9) 

where Cc,d is a coefficient which takes account of the battery bank charge or discharge 

efficiency and that of the dc/dc reversible converter. When D is positive, Cc,d  is equal to the 

inverse of the discharge efficiency, Cc,d  = 1/ηd. This is due to the fact that, for the battery bank 

to provide this energy difference, it must store this difference plus the losses caused during the 

discharge process. On the contrary, when D is negative, Cd,c is equal to the charge efficiency, 

that is Cd,c = ηc, given the fact that the energy stored is less than the energy input into the battery 

bank, due to the energy losses generated during the charging process. In order to calculate the 

DA the initial cumulative energy difference is considered to be zero (DA0,f = 0). Given the fact 

that the purpose of the battery bank is not to store all the renewable energy generated but to 

cover demand when the energy resource is insufficient to do so, when DAj is negative, it is 

imposed that DAj,f  = 0. This prevents the over-sizing of the battery bank. The maximum DA 

value over the year analysed provides the maximum cumulative difference (DAmax,f). This 

difference determines the size of the battery bank for the case in which the said battery bank 

must always cover the difference between generation and consumption. 

The maximum battery bank Depth of Discharge (DODmax ) is used to obtain the number of 

batteries required for each value of  f(Nc_P,f).  

b

f
fPc EDOD

DA
N

⋅
=

max

max,
,_    , f = 0, 0.1,…1      (10) 

where Eb is the energy of each battery cell obtained as the product of capacity (Cc) and the rated 

voltage of each cell (Vc): 

ccb VCE ⋅=            (11) 
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2.2.2 Sizing of the storage subsystem by electrical model  

The second stage of the storage subsystem sizing is based on the use of the battery bank 

electrical model. This makes it possible to obtain a sizing that is more in line with the actual 

application, given the fact that its electrical performance varies according to the battery 

operating point. Depending on the battery technology used, the influence of efficiency on the 

operating point could be significant. This can be seen in lead acid batteries, in which efficiency 

drops considerably at state of charge (SOC) above 80%. 

To perform this sizing stage, an electrical model representing the battery bank efficiency is 

required. Based on this, with the data for the power to be provided by the battery bank and the 

number of batteries obtained in the pre-sizing (Nc_P), the battery bank efficiency variation is 

calculated for each hour of the year. The next step is to apply Eqs. (9) and (10) in order to obtain 

the number of batteries required, in this case termed Nc_EM . This procedure is repeated for each 

value of f. 

2.2.3 Sizing of storage subsystem by aging model  

The third and final stage of the subsystem storage sizing is based on considering the aging of the 

same. As a battery ages, its capacity diminishes and its internal resistance increases. Therefore, 

the energy available gradually diminishes over the years, as does the energy conversion 

performance. In order to perform the sizing by taking aging into account, there is a need for an 

aging model that takes account of the processes that cause the battery to deteriorate. This aging 

model depends on the battery operating characteristics, such as the number of cycles, depth of 

discharge, charge and discharge currents, operating voltage, temperature, etc. It is therefore 

necessary to have an electrical model of the battery in order to determine the evolution of the 

state of charge, voltage and current in relation to the power absorbed or supplied by the battery.  

As seen in Fig. 1, the data obtained in the sizing with the electrical model (Nc_EM) are used as a 

baseline, and the expected duration of the batteries is indicated in years (ED). The electrical 

model for the battery and the hourly power profile over a year of operation, to be covered by the 

batteries (D) gives the voltage, current and SOC for each hour of the year. These data are 

entered in the aging model to obtain the actual capacity (Ca) and actual internal resistance (Ra) 

of the battery after the first year of operation (y = 1). Then, the Ca and Ra values are used to 

recalculate DAmax and Eb through Eqs. (9-11). If the actual battery is able to cover the maximum 

difference (DAmax<Eb) then the following year is considered, provided that ED is greater than 

the year under study (ED > y). In turn, once the Ca and Ra values are obtained, then the Ca and 

Ra values for the year under study are calculated using the aging model DAmax and Eb through 

the electrical model. This procedure is adopted, provided that DAmax<Eb is met and the year 

under study is less than ED. When ED < y, this marks the end of the iterative process and the Ca 
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value obtained is the required capacity for the battery. Moreover, if DAmax < Eb is not met for a 

year, then the process is repeated from the start with the capacity obtained.  

Finally, based on the Ca value obtained and with the data for each battery cell (Cc, Vc ) the 

number of cells required (Nc_AM) is obtained, repeating this process for each value of f:  

cc

cfafEMc
fAMc VC

VCN
N

⋅

⋅⋅
=

 
  ,,_

,_  , f = 0, 0.1,…1      (12) 

2.3 Selection of a solution  

The proposed sizing methodology results in 11 possible solutions that meet the energy 

requirements. In other words, they guarantee the continuous supply of power to the load. Each 

of these 11 potential solutions has an associated financial cost. The optimal solution is the one 

involving the lowest cost for the stand-alone system. Account should be taken of the fact that, 

by applying the complete sizing methodology, in other words based on all three stages, the 

result obtained guarantees the continuous power supply to the loads throughout the useful life of 

the installation.  

3 A case study: a traffic control stand-alone system 

3.1 Description of the TCS 

The majority of traffic accidents with loss of life occurring on interurban networks, take place 

on secondary or all-purpose roads. This can be seen on Spanish roads, where 75% of the 

accidents with loss of life in 2016 took place on secondary roads [35]. The use of TCS helps to 

reduce the accident rate [36, 37]. Generally these secondary roads are not equipped with TCS, 

primarily due to cost and to the difficulty of providing a power supply and communication 

system with the traffic control centres. The absence of a power grid close to these roads and the 

high cost involved in extending the power line, as a result of the great distances and the rough 

terrain, makes it necessary to develop stand-alone power systems, preferably based on 

renewable energy sources.  

The methodology proposed in this paper is applied to a stand-alone TCS to be implemented on a 

secondary road. The work comes within the framework of research project: DPI2006-15703-

C02-02. Specifically, the stand-alone TCS is located at kilometre 134 of secondary road CV-25 

(see Fig. 2) which is part of the road network in the Autonomous Community of Valencia 

(Spain) and which comprises, as shown in Fig. 3, a wind and PV renewable energy generation 

subsystem, a battery-based energy storage subsystem and a TCS comprising a Universal 

Remote Station (URS), two variable Message Signs (VMS) and a number of sensors (turn 

magnetics, laser sensors and fog sensors). Fig. 4 shows a diagram of the TCS component parts. 



11 
 

The URS is responsible for communications with the traffic control centre and with the other 

TCS. The URS receives messages from the other TCS and acts accordingly, communicating 

with the traffic control centre and the VMS. On the other hand, the URS is able to warn the 

traffic control centre of any system failure, such as a fault in the renewable generation 

subsystem or in the storage subsystem. The URS is the critical load of the TCS and must not be 

cut off from the electricity supply.  

 
Fig. 2. Photo (left) and map (right) of the TCS site [38] located at kilometre 134 on secondary road CV-

25, forming part of the road network of the Autonomous Community of Valencia (Spain). 
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Fig. 3. Diagram of the stand-alone TCS.  

 
Fig. 4. Diagram of the components forming part of the TCS: URS, VMS and sensors. 
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3.2 Application of the TCS sizing methodology 

3.2.1 Estimation of the energy consumed by the TCS 

TCS have traditionally been designed to be connected to the power grid, consequently; they 

have achieved high functional characteristics with no energy restrictions. For this reason, from 

an energy consumption point of view, they suffer from shortcomings such as redundant 

conversion stages or over-sized power supplies. Current TCS have a low energy efficiency and, 

therefore, an analysis needs to be made in order to reduce their power consumption, thereby 

helping to reduce the cost of the stand-alone renewable system. 

As described in Section 3, the TCS comprises two VMS, a URS and a number of sensors. In 

order to reduce consumption, the VMS are only activated by a vehicle passing by and remain on 

for 4 sec., which is considered to be sufficient time for the driver to receive the information. In 

order to obtain the consumption of the system, the power absorbed by each element was 

measured using a YOKOGAWA WT3000 data logger. The results obtained show that the 

consumption of each VMS is 300 W when all the LEDs are lit with the maximum brightness 

level, and 20 W in stand-by mode, that is when the LEDs are off. The URS consumes 78 W and 

the sensors 15 W. In short, the system comprises three loads with continuous consumption (the 

sensors, URS, and VMS stand-by mode) and an intermittent consumption load (the VMS 

activated as a vehicle passes by). 

In order to estimate the electrical consumption associated with the intermittency of the VMS 

operation, the distribution of vehicles in the section of the road in which the system is located 

was used. Specifically, the data used correspond to the mean number of daily vehicle from 2012 

to 2016 for each month of the year, differentiating between a working day, Saturday or Sunday, 

as shown in Fig. 5 a [38]. Furthermore, the hourly distribution of the number of vehicles over a 

typical day was used, as shown in Fig. 5 b. Taking the annual mean, the number of vehicles 

circulating in the course of the day is 1866, and the total consumption of the system in its 

original configuration is 3775.2 Wh per day. 

On the other hand, in order to minimise the energy consumption of the conventional TCS, and 

to thereby reduce the renewable power supply system, the following three actions were taken: 

i) Use of the VMS switch. This switch is used to cut-off the power supply to the LEDs in 

the absence of a vehicle. 

ii) Removal of the three-phase power supply for each VMS. This makes it possible to 

avoid losses in the power supply. 

iii) Removal of the uninterruptible power supply in the URS, given the fact that the actual 

power supply system performs like an UPS. 
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Fig. 5. a) Number of vehicles per day for each month on a working day, Saturday and Sunday and b) the 

hourly distribution of vehicles at kilometre 134 on secondary road CV-25, forming part of the road 

network of the Autonomous Community of Valencia (Spain). 

Applying the three actions described above, a daily TCS consumption of 2133.1 Wh is obtained. 

This involves a reduction in daily consumption of 1642.1 Wh, and an energy saving of 43.5%. 

This energy saving entails a considerable reduction in the renewable energy generation 

subsystem and in the associated cost. 

As shown in Fig. 3 the system loads are supplied through a non-reversible dc/dc converter. 

Therefore, an efficiency of 96% in the power stage is considered for the calculation of the 

energy consumed.  

3.2.2 Estimation of the energy generated  

The first step was to select the wind turbine and PV module for the hybrid power supply system. 

The wind turbine selected was the Silentwind 24 manufactured by the company SilentWind 

with a rated power of 450 W, a rotor diameter of 1.15 m and a tower of 15 m (height from the 

ground to the hub) [39], and the PV module selected was the E-75P polycrystalline model made 

by the company Ennova Energía with a peak power of 75 W and an area of 0.51 m2 [40].  

An analysis was made of the wind potential available at the site of the stand-alone TCS using 

the hourly data for the wind speed at a height of 10 metres, obtained from the company 

Meteosim Truewind S.L.[27]. Fig. 6 a shows the hourly wind potential for a typical year at the 

said site, with a wind speed at a height of 10 metres. In order to obtain the wind speed at the 

wind turbine height (h = 15 m) the baseline speed was extrapolated taking the roughness of the 

terrain into account (h0 = 0.2 m) by Eq. (1). The calculation of the hourly wind power generated, 

as discussed in subsection 2.1.1, was performed using the power curve in relation to the wind 

speed of the Silentwind 24 wind turbine, provided by the manufacturer. Specifically, a sixth 

grade polynomial was constructed from the said curve, relating the wind power generated with 

the wind speed. Furthermore, a 94% efficiency was considered for the power stage, which is a 

non-reversible converter. 

(a) (b) 
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The solar resource of the stand-alone TCS site was obtained from the Atmospheric science data 

centre [29]. Daily global radiation and temperature data from 1984 to 2004 were used to create a 

typical year. To do so, the monthly mean for the 22 years was established, selecting the typical 

month as the one closest to the mean, thereby constructing a typical solar resource year. Fig. 6 b 

shows the hourly PV potential for a typical year at the said site, hourly average solar irradiation 

(kW m-2). As mentioned in subsection 2.1.1, the global horizontal irradiance values are used to 

calculate the PV hourly power. To do so, the optimal panel tilt is determined: 31º (degree tilted, 

south oriented). Furthermore, a 96% efficiency was considered for the non-reversible power 

converter. 

3.2.3 Sizing of the power generation components 

Based on the data for the wind and PV hourly power output, the wind and PV monthly energy is 

calculated per area unit. Applying Eqs. (2) – (6) to obtain the wind and PV areas required to 

cover the consumption corresponding to the worst month for the different values of f. The areas 

required for wind power (Aw) and PV power (Apv) and the definitive number of wind turbines 

(Nw) and PV modules (Npv) for each value of f are shown in Table 1. It is worth noting that the 

proposed methodology calculates the areas required for each technology. In order to obtain the 

NW and NPV required, these values are recalculated so as to obtain the exact areas that can finally 

be installed and this depends on the basic unit of each element. In short, in order to select the 

basic generation units, a trade-off needs to be sought between a minimum and maximum in 

order to avoid too many units or to oversize the system, with the subsequent cost increase in 

both cases. 

Fig. 6. Wind and PV power potential at the site of the stand-alone TCS: a) wind speed (m s-1) and b) 

hourly average solar irradiance (kW m-2).  

(a) (b) 
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f Aw (m2) Apv (m2) Nw Npv 

0 2.94 0.00 3 0 

0.1 2.65 0.31 3 1 

0.2 2.36 0.62 3 2 

0.3 1.05 1.98 1 4 

0.4 0.90 2.64 1 6 

0.5 0.75 3.30 1 7 

0.6 0.60 3.96 1 8 

0.7 0.45 4.62 1 10 

0.8 0.30 5.27 1 11 

0.9 0.15 5.93 1 12 

1 0.00 6.59 0 13 

Table 1. Sizing of generation elements. 

3.2.4 Pre-sizing  

The batteries selected for this system are commercial lithium-ion ones. Each cell has a capacity 

of 40 Ah and a voltage of 3.7 V, and has a carbon-black anode, an NMC cathode and an organic 

polymer electrolyte. These cells are punch type [41]. 

For each of the 11 solutions, the DA is obtained through Eqs. (7) and (9). For this purpose, a 

mean energy efficiency for the charging and discharging of the battery bank of 95% was 

considered and a battery bank reversible converter efficiency of 96%. That is ηc = 0.92 y 

ηd = 0.92.  With DAmax and Eq. (10) is used to obtain the number of batteries for each value of f, 

in this case the batteries are named as Nc_P. For this purpose, a DODmax of 100% was considered.  

3.2.5 Sizing of the battery bank by electrical model 

In order to perform the second stage of the subsystem storage sizing, an electrical model of the 

selected batteries is required. The electrical model used is based on the one presented by 

Berrueta [42], although adapted for a battery comprising a 40 Ah lithium-ion cell. Furthermore, 

the load transfer capacitor was disregarded, given that it does not affect the system sizing. The 

electrical model used is shown in Fig. 7, comprising a voltage source (Voc) dependent on the 

SOC, and internal resistor (R) representing the ohmic resistance and the load transfer, and it is 

also a function of the SOC. Eqs. (13) and (14) show the expressions Voc  and R based on the 

SOC.  
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Fig. 7. Electrical model of a lithium-ion cell.  

+⋅−⋅+⋅−⋅+⋅−= 45678 50.164670.284650.28424.1520337.42  SOCSOCSOCSOCSOCVoc   

05.367.1014.10589.554 23 +⋅+⋅−⋅+ SOCSOCSOC      (13) 

+⋅−⋅+⋅−⋅+⋅−= 45678 69.9790.18840.20940.12430.74 SOCSOCSOCSOCSOCR  

12.022.015.438.28 23 +⋅+⋅−⋅+ SOCSOCSOC       (14) 

where the actual SOC is calculated through current (ib), cell capacity (C)  and the previous SOC: 

C

dti
SOCSOC

b
i

∫ ⋅
+= −1         (15) 

As detailed in subsection 2.2.2, for each of the 11 potential solutions, a calculation is made of 

the efficiency, ηb, of the battery bank through the electrical model for each hour of the year, 

considering the power to be supplied by the battery bank (D) and the number of batteries 

obtained in the pre-sizing (Nc_P). 

D
iR b

b

2

1
⋅

−=η           (16) 

Based on this efficiency, the DA is obtained by applying Eq. (9) and the required number of 

batteries, Nc_EM, through Eq. (10). 

3.2.6 Sizing of battery bank by aging model 

In the final stage of the storage subsystem sizing, it is necessary to have an aging model for the 

batteries selected, representing the deterioration suffered over time and based on the battery 

operating mode. 

The aging model used combines the effects of calendar aging and cycle aging and makes it 

possible to obtain the decrease in the battery capacity and the increase in its internal resistance. 

The effect of calendar aging has a linear dependence on time (t) while cycle aging has a linear 

dependence on equivalent cycles (Q). The reduction in capacity (∆C/C) and the increase in 

internal resistance (∆R/R) are modelled with the following expressions: 

( )Qt
C
C

cc ⋅+⋅−=
∆ βα          (17) 

Voc (SOC) 

R (SOC) ib 

vc + 
 - 

+  

-  
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Qt
R
R

RR ⋅+⋅=
∆ βα          (18) 

Parameter α determines the calendar aging and β the cycle aging, while subscript j represents 

either C or R, depending on whether it refers to cell capacity or to internal resistance, 

respectively. These four parameters are not constant, the calendar aging shows a linear 

dependence on the battery voltage and depends on the temperature modelled through an 

Arrhenius expression, as proposed in [43]. The cycle aging has a quadratic dependence on the 

mean voltage of the cycle (vcyc), a linear relationship with the DOD and an exponential 

dependence on the current, which is modelled as in [44]. 

( ) T
a

jcvjj

Tj

eava
,

0,,
−

⋅−⋅=α         (19) 

( ) 0,,,
2

0,,
exp

j
C
I

b
IjDODjvjcycvjj eDODv ββββββ +⋅+∆⋅+−⋅=     (20) 

The parameters of these expressions are shown in Table 2. In the case of cycle aging, its 

parameters depend on the equivalent cycles of the battery, which therefore need to be obtained. 

The most common method to obtain the equivalent cycles (SOCequiv) is the Rainflow Algorithm 

[45]. This algorithm makes it possible to obtain the SOCequiv based on a state of charge cycle 

profile. A schematic diagram of the methodology applied is shown in Fig 8. The hourly power 

to be covered by the battery bank during a year of operation (D) and the electrical model serve 

to obtain the data required for the aging model, SOC, ib, and battery bank voltage (vb). The 

aging model makes it possible to obtain the loss of capacity and the increase in internal 

resistance and, therefore, the actual capacity (Ca) and the actual internal resistance (Ra). For the 

application of the model, a battery bank operating temperature that is constant and equal to 30ºC 

is considered. 

 Parameter ∆C ∆R 

C
al

en
da

r av 2.716 105 9.486 103 

a0 3.1482 V 3.096 V 

aT 6976 K 5986 K 

C
yc

le
 

b0 2.71 10-5 2.28 10-5 

bv 3.14 10-4 V-1 3.208 10-4 V-1 

bv0 3.683 V 3.741 V 

bDOD 1.61 10-6 3.404 10-6 

bI 1.56 10-5 1.56 10-5 

bexp 1.8 h 1.8 h 

Table 2. Aging model parameters. 
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Fig. 8. Schematic diagram of aging model 

The expected duration of the battery is set at ED = 10 years, and this involves applying the 

aging model for 10 years of operation, using the iterative process explained in subsection 2.2.3 

For each year, there will be a reduction in capacity and an increase in internal resistance, 

involving a change in the evolution of the SOC and the assumed current, still demanding the 

same power profile from the battery bank. Thus, each year the internal resistance and capacity 

values are updated on the electrical model, making it possible to obtain the SOC, current (ib) and 

voltage (vb) of the battery bank, in other words, in Eqs. (13-16) the values of C and R obtained 

through the aging model, are updated. Finally, Eq. (12) is applied to obtain the number of 

batteries required (Nc_AM) for each value of f.  

The result of this second stage of the sizing methodology is shown in Table 3, showing the 

maximum cumulative difference to be covered by the battery bank (DAmax), the number of 

batteries required to cover this difference Nc_AM and the energy available from the battery bank 

(Eb). 

f DAmax (kWh) Nc_AM Eb (kWh) 

0 14.95 101 14.95 

0.1 7.59 52 7.70 

0.2 5.09 35 5.18 

0.3 19.32 131 19.39 

0.4 10.66 73 10.80 

0.5 8.01 55 8.14 

0.6 6.19 42 6.22 

0.7 5.29 36 5.33 

0.8 5.06 35 5.18 

0.9 4.68 32 4.74 

1 16.14 110 16.28 

Table 3. Sizing of battery bank.  

Rainflow 
Algorithm 

Electrical 
Model 

Cycle 
Aging 

Calendar 
Aging 

Ca 

Ra 

SOCequiv 
D Aging Model 

SOC 
ib 

vb 
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4 Results and discussion 

4.1  Proposed solution 

The results obtained with the proposed sizing methodology are shown in Section 3 for each of 

the 11 values of f. In order to select the best solution, the cost of each item in the installation is 

considered. The cost considered for the PV module was 162.6 € (2.2€ Wp-1) [40], and, for the 

wind turbine, a cost of 1460 € (3.2€ W-1) [39] and 74 € for the lithium-ion cell, this price 

implies a cost of 500€ kWh-1 [46]. 

Table 4 shows the cost of the stand-alone system obtained for each f. It can be seen that, from f 

is equal to 0, where the energy generated is sourced from the wind power subsystem, to f is 

equal to 0.2 the overall cost of the power supply subsystem decreases given the fact that the 

Nc_AM required decreases although the NPV increases. For f is equal to 0.3 the cost increases 

despite the fact that NW is equal to 1, due to the considerable increase in the Nc_AM required. As f 

increases, the NPV increases until it reaches f = 1, where all the energy generated is sourced from 

the PV subsystem and, therefore, it considerably increases Nc_AM, given the fact that as NW is 

zero, the complementarity existing between the wind power and PV resources is lost. Finally, 

based on the results shown, it is concluded that the optimum solution is between f = 0.6 and 

f = 0.9. The difference in costs between the said values for f is less than 2% of the solution with 

the lowest cost (5750.4 €), which is f = 0.7 and corresponds to 1 wind turbine, 10 PV modules 

and 36 batteries.  

f Nw Npv Nc_AM Cost (€) 

0 3 0 101 11854 

0.1 3 1 52 8390.64 

0.2 3 2 35 7295.28 

0.3 1 4 131 11804.56 

0.4 1 6 73 7837.84 

0.5 1 7 55 6668.48 

0.6 1 8 42 5869.12 

0.7 1 10 36 5750.40 

0.8 1 11 35 5839.04 

0.9 1 12 32 5779.68 

1 0 13 110 10254.32 

Table 4. Sizing of stand-alone TCS.  
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4.2 Comparison with other more conventional sizing methodologies 

Normally, more conventional sizing methodologies do not consider the aging of the battery 

bank, the importance of which is decisive in order to guarantee the useful life of the stand-alone 

system. Moreover, when sizing the battery bank, many such methodologies consider a constant 

efficiency and do not take account of its electrical performance. This subsection makes an 

analysis of the differences existing between the proposed sizing methodology in relation to 

other more conventional methodologies. Specifically, for the case study, a comparison shall be 

made between the results obtained through the proposed sizing methodology and those obtained 

with a sizing considering a constant efficiency for the battery bank, and with another sizing that 

uses the electrical model to obtain the efficiency for each battery bank operating point. To do so, 

the algorithm proposed and shown in Fig. 1 shall be used to obtain the first case, sizing 

considering a constant efficiency of the battery bank, using the algorithm up to the first stage 

(pre-sizing). For this methodology, a battery bank efficiency of 95% is considered. For the 

second case, the sizing based on the electrical model to obtain the efficiency for each battery 

bank operating point, the algorithm shall be used up to the second stage (sizing by electrical 

model). For this method, the electrical model presented in subsection 3.2.5 is used. 

Fig. 9 a, shows the Nc obtained in each sizing for each f. It can be seen that the Nc required when 

aging is taken into account, that is with the methodology proposed in this paper, is considerably 

greater than for the other sizing methodologies. Furthermore, it can be seen that, for all the 

values of f, the Nc required and obtained with the sizing by electrical model is greater than that 

obtained in the pre-sizing.  

Fig. 9 b, shows the percentage relationship between the Nc obtained with the proposed sizing 

(sizing by aging model) and that obtained in the pre-sizing (Nc_AM/Nc_P) and the Nc obtained with 

the proposed sizing and that obtained with the electrical model (Nc_AM/Nc_EM). The differences 

with the pre-sizing are between 120 and 157% achieving the minimum value for f = 0 and the 

maximum for f  = 0.5. With regard to the differences with the sizing by electrical model, these 

are lower and range between 109 and 117 %, for f = 0.7 and f = 0.8 respectively. 

When performing the sizing, the influence of aging is considerable. In order to guarantee a 

continuous power supply to the loads, a greater Nc is required so that, for the entire expected 

useful life of the installation, the battery bank is capable of supplying the minimum power 

required. In this case, the expected duration must be considered to be equal to 10 years.  
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Fig. 9. a) Number of batteries (Nc) obtained for each sizing for each f and b) percentage relationship 

between the number of batteries obtained with the proposed sizing methodology and that obtained in the 

pre-sizing (Nc_AM/Nc_P) and that obtained in the sizing by electrical model (Nc_AM/Nc_EM) and for each f . 

As is to be expected, taking aging into account, the energy needs increase over the years. This is 

due to the fact that the aging mechanisms cause the battery to lose capacity, with the subsequent 

loss of available energy, and to increase its internal resistance, thereby reducing the efficiency 

of the energy exchange.  

On the other hand, it is worthy of note that the results obtained with the sizing by electrical 

model vary considerably in relation to those obtained in the pre-sizing. This highlights the 

importance of using the electrical model, given the fact that the pre-sizing would not achieve the 

energy required to ensure the continuous power supply to the loads for one year of system 

operation. The difference lies in the fact that the efficiency calculation to obtain the DA is made 

with the electrical model of the battery. This makes it possible to determine a sizing that is more 

suitable for the battery bank operating mode in the application in question. Fig. 10 shows Nc_EM 

obtained with the sizing by electrical model and the Nc obtained using a constant efficiency. The 

sizing was conducted with different mean efficiencies, from 0.8 to 0.98 with intervals of 0.02. 

The figure shows the battery minimum and maximum values obtained for the said efficiencies 

for each of the values for f. It can be seen that, for values for f that are greater than 0.2, the 

sizing with the electrical model gives an Nc value that is significantly different and, specifically, 

a greater number. The greatest difference is for f = 0.5 where  60% or 33%  more cells are 

required in relation to the minimum and maximum values respectively, obtained using the mean 

and constant efficiency, than when using the electrical model. 

The use of the electrical model for the sizing, makes it possible to obtain a solution that is more 

in line with the battery bank operating mode. Fig. 11 shows the variation in the efficiency 

obtained with the electrical model for f = 0.2. The said variation is completely related to the 

variation of the internal battery resistance with the SOC.  

(a) (b) 
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Fig. 10. Number of batteries (Nc) obtained with the sizing by electrical model and with the pre-sizing with 

constant efficiencies of 0.8 to 0.98 for each value of f. 

 
Fig. 11. Electrical efficiency for f = 0.2 during a year of operation of the stand-alone system. 

Finally, an analysis was made of the cost of the installation in relation to each sizing 

methodology. Table 5 and Fig. 12 show the cost of the stand-alone system obtained for each 

sizing methodology (pre-sizing, sizing by electrical model and by aging model) for each value 

of f. It can be seen that, the optimum solution lies between f  = 0.6 and f = 0.9 for the case of the 

pre-sizing and the sizing taking the electrical model into account, and between f = 0.7 and 

f = 0.9 for the case of the sizing taking aging into account. In the case of the pre-sizing, f = 0.7 is 

the least expensive solution for the system and corresponds to 1 wind turbine, 10 PV modules 

and 27 batteries. While, for the sizing with the electrical model, the least expensive solution is 

f = 0.8 and corresponds to 1 wind turbine, 11 PV modules and 30 batteries. For the sizing taking 

aging into account, as for the pre-sizing case, the least expensive solution is f = 0.7 with 36 

batteries. It can be seen that, for the case study, the f corresponding to the optimum solution 

from a financial point of view, varies but slightly with regard to the sizing method used. 

Specifically, there is hardly any variation between the size of the renewable generation 

subsystem (Nw and Npv) obtained for each sizing, yet the difference between the Nc according to 

the sizing methodology used, is extremely significant.  
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Fig. 12. Cost of the stand-alone system obtained for the pre-sizing, sizing by electrical model and with the 

proposed sizing (by aging model) for each value of f. 

f Pre-sizing (€) Electrical model (€) Aging model (€) 

0 10596.00 11188.00 11854.00 

0.1 7428.64 7872.64 8390.64 

0.2 6703.28 6925.28 7295.28 

0.3 9510.56 10768.56 11804.56 

0.4 6209.84 7171.84 7837.84 

0.5 5188.48 6150.48 6668.48 

0.6 5129.12 5499.12 5869.12 

0.7 5084.40 5528.40 5750.40 

0.8 5099.04 5469.04 5839.04 

0.9 5113.68 5483.68 5779.68 

1 8330.32 9218.32 10254.32 

Table 5. Cost of the stand-alone system obtained for the pre-sizing, sizing by electrical model and with 

the proposed sizing (by aging model) for each value of f. 

5 Conclusions 

This paper proposes a methodology for the sizing of stand-alone hybrid solar PV-wind systems. 

This methodology makes it possible to optimise the sizing of the components of the stand-alone 

system, based on the premise of guaranteeing the power supply to the loads throughout the 

useful life of the installation at a minimum cost. The sizing is performed in two stages. Firstly, 

the components of the wind and PV power generation system are obtained and, secondly, the 

size of the storage subsystem is calculated. For the storage subsystem sizing, account is taken of 

the variation in efficiency in relation to the operating point of the subsystem and also the 
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deterioration of the subsystem due to aging and, therefore, the loss of available energy during 

the useful life of the installation. The sizing methodology results in 11 potential solutions that 

guarantee the continuous supply of electricity to the load for the useful life of the installation. 

Each of these 11 potential solutions has an associated financial cost. The optimum solution is 

the one involving the lowest cost for the stand-alone system. 

This methodology is applied to an actual system, specifically to a TCS located on a secondary 

road. For this purpose, a detailed study was made of the TCS loads, achieving a considerable 

reduction in the consumption, which can be extrapolated to other systems that are intended to be 

connected to the grid and where priority has been given to functionality over power 

consumption. The measures adopted, have led to a reduction in the cost of the subsequently 

designed renewable power supply stand-alone system. Secondly, the sizing methodology was 

applied, resulting in a hybrid wind power - PV generation subsystem with a storage subsystem 

based on lithium-ion batteries  

Finally, an analysis was made of the proposed methodology, and the results obtained were 

compared with other more conventional sizing methodologies, specifically by sizing the battery 

bank solely based on mean and constant efficiency, the energy capacity obtained may not be 

sufficient to guarantee the power supply. This is due to the fact that efficiency varies in relation 

to the state of charge and, depending on the operating mode, efficiency changes considerably. 

Conversely, when the sizing was made with the electrical model, a variable efficiency was 

obtained, as a function of the battery bank operating point. This guarantees that the energy 

capacity ensures a continuous power supply to the loads. Moreover, the battery aging implies a 

reduction in its capacity and, therefore, a reduction in the battery power capacity and an increase 

in its internal resistance, resulting in a reduction in energy conversion performance. Therefore, 

if the battery bank aging is taken into account, it is possible to guarantee the power supply over 

the useful life of the system, with no need to replace, a priori, the battery bank.  

Although in the case study the use of lithium-ion batteries are proposed, these can be replaced 

by other storage systems, such as systems based on hydrogen with supercapacitors, or other 

battery technologies, given the fact that the proposed sizing methodology can be applied 

irrespective of the storage technology used. 
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