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Abstract—Social network analysis is a popular tool to under-
stand the relationships between interacting agents by studying
the structural properties of their connections. However, this kind
of analysis can miss some of the domain-specific knowledge
available in the original information domain and its propagation
through this existing network. In this work, we develop an
extension of classical social network analysis to incorporate
external information from the original source of the network.
With this extension we propose a new centrality measure, the
semantic value, and a new affinity function, the semantic affinity,
that establishes fuzzy-like relationships between the different
actors in the network. We also propose a new heuristic algorithm
based on the shortest capacity problem to compute this new
function. As an illustrative case study, we use the novel proposals
to analyze and compare the gods and heroes from three different
classical mythologies: Greek, Celtic and Nordic. We study the
relationships of each individual mythology and those of the
common structure that is formed when we fuse the three of
them. We also compare our results with those obtained using
other existing centrality measures and embedding approaches.
In addition, we test the proposed measures on a classical social
network, the Reuters terror news network. We found that the
novel method obtains more meaningful comparisons and results
than previous existing approaches.

Index Terms—Social Network Analysis; Centrality measures;
Semantic value; Word embeddings; Mythology; Comparative
mythology.

I. INTRODUCTION

Network science has become an important tool to study
systems composed of interacting agents, such as proteins or
human societies [1], [2], [3], [4]. One of the key ideas in social
sciences is that living beings are embedded by our own social
nature in a complex web of social relations and interactions.
This social fabric that we form has been traditionally modelled
as a network, where each person is represented as a node that
is connected to others according to some criteria. Some of
the most popular tools to perform social network analysis are
the centrality measures, which ponder the importance of each
node in the network according to its structural properties [3],
[5]. Social network analysis stands as an appropriate tool to
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understand important characteristics of the human behaviour,
as it seems that many of us are deeply affected by the social
structure in which we take part [6].

Networks are a popular way to model and represent knowl-
edge, but they cannot be directly used in many popular
machine learning algorithms [7]. This is a common issue
in other domains such as natural language processing (NLP)
which is usually tackled using different embedding methods.
The aim of those techniques is to construct a continuous
representation space for the data taking into account their
possible interactions in the original domain. The most popular
kind of these representations are word-embeddings, in which
words are encoded in vectors according to their co-occurrences
with other words [8]. This process is supposed to encode the
meaning of each word because of the frequency in which
each word appear near others. One of the most popular word
embedding approaches is the family of word2vec architectures
[9]. They consist of a neural network that learns the context
of each word given a text corpus and have been successfully
applied in text classification [10], entity recognition [11],
and sentiment analysis [12]. In a similar fashion, nodes in a
network can be embedded in a vectorial representation using
word2vec approaches [13], [14], [15].

Word embeddings have been a very successful line of
research because they make possible to use standard ma-
chine learning techniques on non-structured data [7]. They
are also suitable to capture latent knowledge in the original
material [16], which is not always possible in the structural
analysis performed in social network analysis and graph
theory. However, word embedding approaches still present
some limitations [17]. They require large datasets to learn the
proper context for each word. Besides, some word meanings
depend heavily on the context, which might not be reflected in
the original text corpus. Comparison between different word
embeddings is usually performed using the cosine similarity,
which is not necessarily explainable and can produce unrea-
sonable results in the original domain [18].

Because of the limitations of these methods, there is not
a standard way to fuse the information obtained from one
phenomenon with a network layout when available. Besides,
when comparing the elements of such phenomenon, the results
of these comparisons lose the original conveniences of a graph
structure when using the cosine distance between embeddings.
Hence, our aim in this paper is double:

• To develop a new method to relate the structural prop-
erties and domain-specific properties from the data that
originated the network.
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• To establish a method to compare two actors that can be
interpreted using both the network architecture and the
specific knowledge from the studied phenomena.

We achieve these goals by defining three novel concepts:
the intrinsic, extrinsic and semantic values of an actor in a
social network. Then, we show how these values can be used
in the context of social network analysis as metrics to weight
the importance of each concept. Subsequently, we present a
new heuristic algorithm to perform interpretable comparisons
between one or more actors using their semantic values.
Finally, we use these tools to study three different compilations
of traditional stories and myths (from the Greek, Nordic, and
Celtic traditions) as a case study. We characterize the gods
and heroes in these tales according to the importance of their
semantic value and their semantically closest terms. We show
how gods from different cultures relate to each other, and
which kind of entities does each culture give more importance
to. We have also explored the use of our proposed tools in the
popular Reuters terror news network.

The rest of the manuscript is organized as follows. Firstly,
in Section II we review some concepts regarding social net-
work analysis, affinity functions, and embedding methods. In
Section III we present our formalization for the semantic value
of an actor and how to use it as a centrality measure. Then,
in Section IV we present the semantic affinity concept and
we detail the algorithm proposed to compute it. Subsequently,
in Section V we show the results obtained when analyzing
different mythology networks using the semantic value and the
semantic affinity, other centrality measures, and word2vec. In
Section VI we study the application of the proposed concepts
to the Reuters terror attack word association network, and we
compare how the semantic affinity performs with respect to
other affinity functions in a community detection problem.
Finally, in Section VII we discuss the obtained results, we
present some conclusions for this work, and we establish the
guidelines for future research.

II. BACKGROUND

In this section we discuss some basic notions about cen-
trality measures and the novel concept of affinity functions in
social network analysis. We also discuss some of the existing
node and word embedding techniques.

A. Centrality measures in social network analysis

In graph theory and network science, centrality measures
indicate how relevant each node is in a structure [19], [20],
[5]. Some very well known centrality measures are:

• Degree centrality: the number of edges incident upon a
node. In the case of directed networks, the degree is the
sum of the number of edges incident to the node (in-
degree) and the number of edges salient to the node (out-
degree).

• Betweenness centrality: the betweenness of a node is the
number of times that such node is in the shortest path of
other two nodes. It measures the brokerage ability of the
node in the network’s information flow.

• Closeness centrality: the closeness centrality of a node
is the reciprocal of the average length of the shortest
path between that node and the rest of the nodes in the
network. It measures the overall location of the node in
the network, establishing a center-periphery difference.

• Eigenvector centrality: it assigns a relative score to each
node in the network based on the idea that connections to
well connected nodes should ponder more than connec-
tions to poorly connected ones. The famous PageRank
algorithm uses a variant of this centrality measure for
directed networks [21].

B. Affinity functions

Affinity functions were defined in [22] as a way to measure
the relationship between a pair of actors in a social network
by capturing the nature of their local interactions. “Affinities”
are defined as functions over the set of actors of a given social
network assigning a number between 0 and 1 to every pair of
actors x, y that is, if we denote by A the set of actors, then:

FC : A×A → [0, 1] (1)

Usually, in order to get this mapping, the adjacency matrix
C is used. Recall that each entry Cx,y of the adjacency matrix
C quantifies the strength of the relationship for the pair of
actors x, y in a weighted network, composed of by a finite set
of actors. The affinity between two actors shows how strongly
they are connected according to different criteria, depending
on which aspect of the relationship we are taking into account.

In the following, we recall two definitions of affinity func-
tions that we will use in our subsequent developments:

• Best friend affinity: it measures the importance of a
relationship with an agent y for the agent x, in relation
to all the other relationships of x:

FBF
C (x, y) =

Cx,y∑
a∈A,x ̸=a Cx,a

. (2)

• Machiavelli affinity: it computes how affine two actors
x and y are based on how similar is the social structure
that surrounds them:

FMach
C (x, y) = 1− | Ix − Iy |

max{Ix, Iy}
, (3)

where Ia =
∑

z∈Z(a) D(z), where Z(a) is the set of
actors where Ca,z > 0,∀z ∈ Z, and D(z) is the degree
centrality of z.

A 0 affinity value means that no affinity has been found at all
while an 1 value means that there is a perfect match according
to the analyzed factors. Since affinities are not necessarily
symmetrical, the strength of this interaction depends on who
the sender and receiver are, as it happens in human interactions
e.g. unrequited love.

C. Word and node representation in continuous spaces

Word representation using continuous spaces has been a
popular research topic for the past decades [23]. One of the
main advantages of this representation of words is that these
codifications can model the context of a word, and they are
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more suitable to perform different operations on them, like
analogy searching.

Neural networks have been the most successful tools for
this task. In [24] the authors proposed a feedforward neural
network with a linear projection layer and a non-linear hidden
layer in order to learn each word representation. Many others
followed this work [25], [26]. Recurrent Neural networks have
also been very popular for this task [27], [28].

Mikolov et al. proposed in [9] to use a deep learning
architecture that learns each word context using skip-grams,
which obtained state-of-the-art results for different natural
language processing tasks. This research was very popular and
further iterations of this idea have been successfully applied to
language translation [29], text classification [12], and medical
records [30].

Network embedding is also a popular research topic [31]. A
similar idea to word2vec has been applied to learn features for
each node in a network [13]. This proposal, commonly called
node2vec, works by generating a series of random walks of
a predefined length from each node in the network. Then,
these nodes are fed to a word2vec architecture that treats each
path as if it were a sentence. There are other types of graph
embeddings, using spectral clustering [32] or deep learning
[14], [33]. Some methods are also capable of embeddings
attributed networks [15]. These approaches usually consist of
computing similarities between the attributions and exploiting
their homophily.

III. SEMANTIC VALUE IN SOCIAL NETWORK ANALYSIS

In this section we introduce the proposed formalization of
the semantic value of an actor in a network. The objective of
this formalization is to quantify information from the origi-
nal domain of the network, also considering its propagation
through the network connections. In this way, we characterize
each actor according to the information it possessed in the
original network and the information that it received through
the propagation of the other actors in the network.

A. A formal definition of the semantic value

We define z, the semantic value of an actor in a social
network, as the union of its intrinsic and extrinsic values:

z(x) = ∪(Ž(x),R(x)). (4)

First we define Ž(x) the intrinsic value of an actor (x) in a
social network, as the property that is unique and inherent to
him, not necessarily deducible from the network structure or
topology. If the actor x were removed from the network, then
all the present Ž(x) in the network would also be removed
from all the semantic values in the network. For example,
if we are working with a network of routers, the real-world
condition of each router location is an important part of each
router Ž.

Then, we define the extrinsic value of x, denoted as R(x),
as the property that represents the information in the local
interactions of x, considering the relationships as a way
of information or resource transmission, as usual in social

network analysis [3]. Being X = X1, X2, ..., Xa the vector
of nodes connected to x, of dimension a, and FC an affinity
function, the extrinsic value, R(x), is the set defined as:

R(x) =

a⋃
i=1

{FC(Xi, x)z(Xi)−

∪j∈Ji{∩(FC(Xi, x)z(Xi), FC(Xj , x)z(Xj))}
(5)

where Ji = {j ∈ {1, . . . , a}, i ̸= j}. With this expression,
we establish that the extrinsic value is the union of the
received semantic values from the rest of the actors. Each
actor in X sends its own semantic value to x, modulated
in each case by the affinity for that relationship, and erasing
the redundancies from other relationships. Since the semantic
value has a recursive definition, the result of Eq. (4) is a set
of intrinsic values.

For the sake of simplicity, we can shorten Eq. (5) by using
Vx(b) = FC(Xb, x)z(Xb):

R(x) =

a⋃
i=1

{Vx(i)− ∪j∈J{∩(Vx(i), Vx(j))} (6)

The present recursivity in the definition of the semantic
value is unavoidable for this definition and it is similar to
those present in other centrality measures like PageRank [21].
In order to compute the expression in Eq. 6 we set the initial
values of z(Xi) and z(Xj) as Ž(Xi) and Ž(Xj) respectively.

Let’s take as a toy example a network where different
actors are discussing their opinion about a topic. Each actor’s
own opinion is their intrinsic value, and their connections are
modeled using an affinity function. In the beginning, each
actor’s own semantic value is equal to its intrinsic semantic
value. When an actor x talks to another actor y, he expresses
his opinion and tries to persuade the receptor about it. The
receptor listens to that actor, and agrees with a fraction of the
sender, quantified using the affinity function F (y, x). So, after
this interaction the semantic value of y is Ž(y)FC(y, x)Ž(x),
which represents the current opinion of y about that topic.
Then, when the number of interactions grows, the extrinsic
values of of all the actors will become more significant.

B. Computing the semantic value

In order to give a computable version of the semantic value
for a node x, it is first required to give a computable version of
the intrinsic and extrinsic values, Ž(x) and R(x). We denote
the computable version of Ž as I , the computable version of
R as E, and the computable version of z as S.

Due to inherent fuzziness of the concept of intrinsic value,
we cannot give an exact mathematical formula to compute
it. Depending on the context and the application, we can
use a function to transform this abstract idea into a number.
In order to choose a proper I function, we must take into
account that depending on the application, the criterion to
obtain this function can vary significantly. As a general rule, I
should grow according to its relevance in its original domain.
Following the router network example, if we consider the
fitness of each of these real-world conditions for the signal
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transmission task, we could use this fitness as I . If we are
studying a financial trading network, the economic value of
each agent financial assets is also an appropriate I .

The computation of the extrinsic value requires choosing
an affinity function to quantify the relationships. Since in this
case we have numbers instead of sets we use the summation
instead of the union. The intersection of the received semantic
value from Xi and Xj to x is approximated as the result of
propagating I(Xi) through Xj to x. So, the expression that
approximates the extrinsic value is:

(7)

E(x) =

a∑
i=1

max

FC(Xi, x)I(Xi)

−
∑
j∈J

FC(Xi, Xj)I(Xi)FC(Xj , x), 0


where J = {j ∈ {1, . . . , a}, i ̸= j}.
Finally, we can compute S(x) with the analogous formula

to Eq. (4):

S(x) = I(x) + E(x). (8)

In order to compute the semantic value for an actor we need
to access the affinity values for that node and its neighbours.
So, the computational cost to compute the semantic value for
each actor in a network scales quadratically with the number
of edges in that network.

C. Semantic value as a centrality measure

Once we have computed S for each node in a network,
we can analyze the results just as with any other centrality
measure. In order to have a high value of S, an actor x must
have a high value of I and E in comparison with the rest of
the actors in the network.

To have a high I value, x must be important in the original
domain from which we constructed the network. The function
I(x) does not tell much about the network structure directly
but it can reinforce the importance of x if x has also high
values in other centrality measures. If x does not have high
values in the remaining centrality measures but it has a high
I(x), this is revealing that x was important in the original
domain in a way that has not been taken into account when
building the network.

To own a high E value, the actor x must have connections
with other nodes with high I that are not connected among
them. Low values of E indicate that the actor relations are not
very important in the network dynamics, it is part of a small
community or its connections are few or redundant.

For instance, in the specific case of a word association
network in a text, a domain-specific term is not likely to have
very high semantic value. As it points out to a very narrow
concept, it will not have a high I value. Besides, since those
domain-specific terms relate mostly to other specific terms of
the same domain, they will not have many connections with
other actors, so the possible extrinsic value is very limited.

a

c

d

b

e

Actor I S Eigencentrality Degree centrality

a 1 2.16 1.00 3
b 1 2.91 0.92 3
c 1 2.16 1.0 3
d 1 2.91 0.92 3
e 1.5 2.58 0.65 2

Fig. 1: Example network where we computed the semantic
value, the eigencentrality and the degree centrality.

On the contrary, high semantic values indicate a very general
concept.

Consider the following example, shown in figure 1. This
Figure shows a simple social network structure in which
different actors share their opinion about a topic. Based on
their knowledge of this topic, we can ponder and quantize
the value of each actor’s opinion, which we will set as the
intrinsic value of each actor. In this network structure we have
computed two classical centrality measures, the node degree
centrality and the eigencentrality, as well as the semantic
value. Based on the degree centrality, all nodes are pondered
as equally important except e, which has less connections.
Eigencentrality ponders the importance of each node according
to the importance of its connected nodes, which favours a and
c. Finally, the semantic value can also take into account the
value of each actorś opinion, which favours b and d because
both of them have good connections and are connected to the
most valuable opinion in the network.

IV. SEMANTIC AFFINITY

The semantic affinity of two actors x and y measures the
affinity between them based on the idea of how notably we
need to change S(x) to convert it to into S(y). Terms that are
similar in meaning should have high values of semantic affinity
and non-related terms should have a very low semantic affinity.
For example, the semantic affinity between “water” and “ice”
should be high because these are very close terms and in real
life we only need to freeze water below 0ºC to obtain ice.
However, the semantic affinity between “water” and “earth”
should be lower, as the difference in real life between those
concepts is higher.

The advantage of the semantic affinity is that it is capable
of using external information to the network, while existing
affinity functions only use the structural information one. For
the case of “water” and “ice”, the semantic affinity takes into
account the nature of both substances, while the rest of the
affinities could only deduce this information if it was imprinted
in the network structure somehow.

We can compute the semantic affinity based on how efficient
it is to propagate S(x) into S(y), using the Pipe algorithm,
detailed in the next section.
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A. Pipe algorithm to compute the semantic affinity between
two actors in a network

The Pipe algorithm computes the semantic affinity based
on the idea of modelling S(x) as a liquid we need to carry
from x to y. Each actor x has a capacity equal to its own
semantic value S(x) and each edge x → y can carry up to
FC(x, y) · S(y) of that liquid. So, each edge is treated as a
“pipe” where the liquid goes and each actor as a bifurcation in
the path. Then, we need to carry all the liquid from the source
actor to the destination actor using the best possible path. To
compute the final semantic affinity value, we will take into
account three different aspects of this transportation process:
how “good” were the taken paths, the difference in magnitude
between S(x) and S(y) and the average affinity values of the
emisor.

There are different possibilities to define “best path” in this
setting. In this work we have denoted the best path as the one
with the highest average affinity value, as the other alternatives
could result in counter-intuitive results in some cases.

In order to compute the best path we need to take the ca-
pacity of each actor and the affinity in each edge into account.
This problem is quite similar to the Shortest Capacitated Path
Problem [34], which consists of finding a set of edge-disjoint
paths that connects all the nodes in a graph, but in our case
we are only taking one path into account, from x to y. The
classical “shortest path” optimization problem between a pair
of nodes [35] is also very related to the desired task. We can
reformulate the problem by rescaling the affinity values so that
the shortest path is actually the one with the highest average
affinity value.

In this way, we obtain the shortest possible path using all the
nodes and edges that are not yet “full”. Usually, it is required
to use more than one path to carry all the semantic value from
the source to the destination. So, we have to compute a new
shortest path with the available nodes and edges every time
the current path has already met its capacity limit. Considering
P (x, y) as the list of affinity values in the edges used in the
paths to carry the semantic value in the Pipe algorithm, and
|P (x, y)| as the cardinal of such set, B(x, y) is the average
affinity value of that path:

(9)B(x, y) =

∑
P (x, y)

|P (x, y)|
We also take into account the numerical difference in the

semantic value of x and y. For example, if S(x) = 20 and
S(y) = 100, and we are computing the semantic affinity
between x and y then no matter what we do, the 80% of the
S(y) can not be “filled”. On the contrary, if we are computing
the semantic affinity between y and x, then at least the 80% of
the S(y) will not reach x. To take this difference in magnitude
between x and y semantic values into account, M(x, y) we
use the following expression:

(10)M(x, y) =

(
1− |S(x)− S(y)|

max(S(x), S(y))

)
Since some actors naturally have low affinity values, for

example when they have a lot of connections, the expected
value of the average affinity values of a path can be deceptively

low. In order to better compare the different semantic affinities
that originate from actor x, we rescale the result by the
maximum semantic affinity that x emits. Considering N(x)
as the set of neighbours of x, we take this into account using
this expression:

(11)R(x) =
1

maxn∈N(x) FC(x, n)

Finally, the expression of the semantic affinity is the product
of the three aspects that we took into account:

(12)A(x, y) = B(x, y)M(x, y)R(x)

In order to compute the semantic affinity in our experi-
mentation, we have used a combination of best friend and
Machiavelli affinities as the FC(x, y). Using this mix of
affinity functions we can characterize each edge based on the
importance of the pairwise relationship between x and y, and
also take into account the homophily between them. We do
this for two reasons:

1) In high degree actors, the best friend affinity values
are necessarily low, which will result in artificially low
semantic values.

2) In the texts we are studying, there are many characters
with similar roles, although not directly connected. Us-
ing the Machiavelli affinity we take into account this
similarity when computing the semantic affinity.

We have combined both affinity functions using a convex
combination, so the value of each edge is 90% the best friend
affinity value and 10% the Machiavelli affinity. This mixing
parameters are fixed to these values because the Machiavelli
affinity tend to be much higher that the best friend affinity.
In this way, the contribution of personal relationships and
homophily to each edge is approximately similar.

The complexity of the semantic affinity is determined by
the step of finding the shortest path, which can be solved in
O(|E|+|A|log|A|) time [35], where E is the number of edges
in the network.

V. COMPARATIVE MYTHOLOGY ANALYSIS USING THE
SEMANTIC VALUE AND THE SEMANTIC AFFINITY

One social phenomena that has been widely studied due to
its importance in human history is religion. Religious practices
are as old as society. They are one of the pillars in which
society and modern culture place their roots. Each civilization
has had its own share of heroes, myths and gods that have
helped shape the spirit and mind of the youth and the elder
alike [36]. Although nowadays some of the most obscure gods
and traditions are only known to scholars, very popular heroes
and gods are still alive in the collective consciousness of
modern societies and they still echo in the characters present
in many popular films and media [37]. There is a long tradition
in the study of the ancient myths and deities from a scientific
point of view [38], [39], [40]. The interest in these stories
has not faded over time and is still a very researched topic in
the humanities community [41], [42], [43]. The comparison
and syncretism among the different gods that have populated
the ancient mythologies has also been profoundly studied [44],
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TABLE I: Centrality measures in Greek Myths network.
For the top 10 most repeated entities in the associated texts,
sorted according to their S value.

S E Freq. (I) Degree Betweenness Closeness Eigencentrality

Heracles 239.49 89.49 150 364 0.48 0.52 0.53
Theseus 84.69 29.69 55 118 0.10 0.44 0.21
King 84.15 27.15 57 55 0.03 0.42 0.13
Jason 76.93 27.93 49 88 0.06 0.37 0.13
Apollo 64.83 20.83 44 86 0.08 0.40 0.13
Psyche 64.72 15.72 49 91 0.07 0.39 0.13
Eurystheus 57.54 25.54 32 77 0.01 0.39 0.16
Zeus 57.27 21.27 36 75 0.09 0.43 0.14
Perseus 45.30 16.30 29 54 0.04 0.36 0.08
Pelias 43.76 21.76 22 48 0.02 0.37 0.09

TABLE II: Centrality measures in Celtic Wonder-Tales net-
work. For the top 10 most repeated entities in the associated
texts, sorted according to their S value.

S E Freq. (I) Degree Betweenness Closeness Eigencentrality

Lugh 130.73 55.73 75 258 0.13 0.51 0.27
Ireland 107.93 56.93 51 256 0.24 0.56 0.32
Conary 101.44 48.44 53 198 0.11 0.49 0.13
King 79.73 40.73 39 133 0.07 0.50 0.17
Son 78.22 41.22 37 176 0.06 0.49 0.18
Balor 73.10 38.10 35 186 0.08 0.49 0.20
Gobhaun 71.95 23.95 48 147 0.04 0.46 0.17
Ethaun 63.92 27.92 36 100 0.04 0.44 0.09
Fomor 56.07 24.07 32 100 0.03 0.47 0.17
Turann 54.17 22.17 32 105 0.03 0.44 0.11

[45]. Besides the very-well known equivalence that bounds the
Roman and Greek gods, there are many other studies that show
evidence of similarities between gods and myths from distant
cultures [38], [46], [47]. These relationships can be studied
from a computational point of view considering, for example,
agent-based social simulation [48] and social network analysis
[49], [50], [51], [52], [53], [54].

In this section we discuss the different steps required to
perform our mythology analysis:

1) The results for the centrality measures and the semantic
value in each network.

2) The affinity values for the semantic, best friend, and
Machiavelli affinities for important characters in their
respective mythologies.

3) A comparison with the results obtained using word
embedding methods.

The construction process for each network is shown in
Appendix A.

A. Analysis of the semantic value and centrality measures in
the myth networks

We computed the word association networks for each of
the studied mythologies and then we fused the networks into
a single one. The four resulting networks are shown in Figure
2. We computed the intrinsic, extrinsic and semantic value for
each actor. We also computed other common centrality mea-
sures in social network analysis [5] for comparison purposes.

In order to compute the semantic value as a numerical value
we approximate the intrinsic value as the frequency of the
word in the original collection of texts. We did so because it
is logical to think that the authors of those tales wrote more
about things they considered important.

Table I shows the result for the most important actors
according to semantic value in the Greek Myths network.

TABLE III: Centrality measures in The Younger Edda net-
work. For the top 10 most repeated entities in the associated
texts, sorted according to their S value.

S E Freq. (I) Degree Betweenness Closeness Eigencentrality

Odin 215.00 106.00 109 1113 0.47 0.75 0.37
Thor 176.63 44.63 132 508 0.14 0.61 0.26
Loki 100.58 34.58 66 291 0.06 0.56 0.22
King 53.63 13.63 40 79 0.02 0.49 0.07
Frey 51.01 20.01 31 167 0.02 0.53 0.17
Har 50.24 16.24 34 116 0.03 0.52 0.09
Sigurd 45.02 19.02 26 178 0.02 0.52 0.13
Balder 43.69 14.69 29 151 0.02 0.52 0.14
Freyja 28.78 10.78 18 154 0.01 0.51 0.16
Norse 24.06 4.06 20 37 0.00 0.46 0.04

TABLE IV: Centrality measures in the fusion network. For
the 10 most repeated entities in every text analyzed, sorted
according to their S value.

S E Freq. (I) Degree Betweenness Closeness Eigencentrality

Heracles 244.33 94.33 150 368 0.15 0.43 0.07
Odin 227.31 118.31 109 1121 0.17 0.48 0.33
King 222.12 86.12 136 269 0.09 0.48 0.13
Thor 178.63 46.63 132 502 0.05 0.44 0.24
Lugh 131.88 56.88 75 259 0.04 0.41 0.08
Son 116.97 77.97 39 414 0.11 0.49 0.22
Ireland 116.43 65.43 51 261 0.08 0.43 0.10
Conary 104.54 51.54 53 196 0.03 0.40 0.05
Loki 103.06 37.06 66 293 0.02 0.43 0.20
Theseus 80.19 25.19 55 116 0.02 0.40 0.04

We found that “Heracles” is the most important actor in
the network, according to all the measures taken. There are
other important heroes in this list like “Theseus”, “Jason”,
and “Perseus”. All of them are somewhat the embodiment of
bravery and authority, so it is not surprising that “King” has
also a high semantic value. There are more human characters
than gods: “Apollo” and “Zeus” are the only ones which
appear at the top, with similar S values, but not as high as
the other Greek heroes here present. Regarding the classical
centrality measures studied, the betweenness gives the highest
value to “Heracles” by a large margin and penalizes specially
“King” compared to the other metrics. The closeness does
not show such a big gap between “Heracles” and the other
actors, and similarly to the betweenness prefers “Zeus” over
the human actors that posses more semantic value than him.
This also happens in a smaller scale in the eigencentrality,
that also preferred “Eurystheus” over the rest of the heroes.
In general terms, classic centrality measures preferred gods,
while the semantic value highlighted human and heroic figures.

Table II shows the result for the most important actors
according to semantic value in the Celtic Wonder-Tales net-
work. We found “Lugh”, the most prominent god of the Irish
pantheon, to own the highest S value, followed by “Ireland”.
The third actor in S value, “Conary”, is an important mythical
king of Ireland whose reign ends when he breaks three sacred
oaths. The concept of “King” also has a high S, just as in the
Greek tales case. Regarding the classical centrality measures,
all of the them rated most highly “Ireland”. Betweenness and
closeness seem to be quite correlated in this case, showing the
same top 3, but betweenness values quickly decrease after that.
The eigencentrality significantly highlights “Balor” compared
to the other metrics computed as it ranks in the third position.
Contrary to most classical centrality measures, the semantic
value favored the mythical embodiments of kingship like
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Fig. 2: Word co-occurrence networks. Each network is formed using the 300 most repeated entities in each corpus. We
consider a connection between two words every time they appear less than 10 words apart from each other in one of the
analyzed texts. a. Greek Myths b. Celtic Wonder-Tales c. The Younger Edda d. Fusion network of the three cultures. Node size
is directly proportional to the in-degree measure and the layout algorithm considered is Force Atlas 2 [55].
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“Lugh”, “Conary”, “Balor”, and “Ethaun”. This fact, alongside
the high S value of “Ireland”, indicates a strong connection
in this compilation between these mythical figures and the
sovereign of the country (Table II). Such bond was not found
in the other two mythologies.

Table III shows the result for the most important actors
according to semantic value in the The Younger Edda network.
We found “Odin”, one of the main gods of the Germanic
pantheon, to be the most important actor in terms of S. Being
the father of all the Æsir, but also wise in the ways of magic
and divination, the strength of these two different attributions
might be the origin of such high S value. Following “Odin”,
there is “Thor”, another character with many attributions in
his tales. A total of 6 gods populate this ranking, which shows
that the gods themselves are more important in this mythology
than in the other two. Regarding the four classical centrality
measures, the top 3 is the same than in the semantic value.
After the top 3, all the metrics prefer characters rather than
concepts, but the semantic value puts “King” as the top 4
value, in consonance with the other compilations, which is an
important difference.

Finally, Table IV shows the result for the most important
actors according to semantic value in the fused network. We
can see how the three fused structures can be recognized in
the final structure but also numerous bridges have appeared
to join them. As expected, these bridges are mostly general
concepts, such as “Son”, “Gods”, and “Father”, which connect
the specific deities for each mythology. When analyzing the
semantic values, “Odin” is again the one with the highest
value. However, in this case the correlation of I and S seems
to be less important. “King” presented a specially significant
growth in S value in the fuse network with respect to the
individual networks. This growth is due to the fact that idea
of kingship and authority is a key idea in the compilations
studied, but they illustrate this idea with different attributions.

Comparing the semantic value to the remaining classic
centrality measures, “Odin” generally gets the top value for
them, which again reinforces the tendency of the semantic
value to prefer human and heroic figures over deities. The
eigencentrality and the degree centrality generally favored
actors from the Younger Edda, probably because they form
a more densely connected structure. The closeness put “Son”
as the top value, since “Son” is an important bridge between
the Nordic and Celtic entities.

B. Semantic affinity analysis in the myth networks

In Fig. 3 we show how the 10 most repeated entities in each
network, ordered according to semantic value, relate to each
other in terms of semantic affinity and showcase some of the
most interesting actors to study. There are some relationships
to remark:

• In Greek Myths (Figure 3a), “Psyche”, the impersonation
of the human soul and lover of “Eros”, receives signif-
icant semantic affinity from “Persephone”, who is the
wife of “Hades”. There is a direct connection between
“Persephone” and “Psyche”, as they both appear in the
same story, and both are the wife of a god and both
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Fig. 3: Semantic affinities in all the networks studied. We
chose the 10 most repeated entities in each text to compare
themselves. a Greek myths network. b Celtic Wonder-Tales
network. c Younger Edda network. d Fused myths network.

are connected to the underworld. “Zeus” is connected
more strongly to human characters than other gods and
its most important connection is with “Psyche”, the
personification of the human soul.

• In Celtic Wonder-Tales (Figure 3b), “Dagda”, the sun
god, emits most semantic affinity to “King”and “Ireland”,
which suggests a relationship between earthly and divine
mandates. Besides, “Dagda” is heavily entwined with
“Ireland” but not with “Earth”, which implies a negative
connotation for “Earth”. This might be in line with the
idea that good things are “heavenly” things and “bad”
things are more “earthly”. “Earth” emits a lot of semantic
value to “King”, reinforcing again the bond between the
earth and the ruler.

• In Younger Edda (Figure 3c), “Freyja” emits and receives
significant affinity from “Loki”. “Loki” is the responsible
for the death of the almost invincible god “Baldr”, who
is also “Freyja”’s son. “Freyja” is considered the leader
of the Valkyries and takes half of the fallen to her
own afterlife field. This high affinity value here might
indicate that the death theme is in fact a very important
bond between them. “Frey”, one of the most important
Vanir gods, sends the most affinity to the actor “Son”.
“Hvergelmer” is the fountain in Nifelheim, the reign of
the dead from which all rivers are born, and it is mostly
associated with chaos. “Hvergelmer” sends and receives a
significant amount of affinity from “Freyja” and “Loki”,
and both of them showed certain relationship with death.
Besides, just as in the case of “Heracles” and “Hydra”,
the most emitted semantic affinity is to “Thor”, which is
considered to be associated to order.
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Fig. 4: Study of affinities for three key characters. Top 10
affinity values for the best friend, Machiavelli, and semantic
affinity for “Zeus”, “Lugh” and “Odin” in their respective
networks.

• In the Fused myths network (Figure 3d), the highest
affinity of “Lugh” is “Loki”. This is a remarkable result,
as there have been many studies discussing a possible a
relationship between these two gods [56]. We also found
a strong semantic affinity between “Ireland” and “Loki”,
in both directions, and between “Ireland” and “Thor”,
to a lesser extent. This might be due to “Ireland” being
notably close to “Lugh”, who is a god closely entwined
to both “Odin” and “Loki”, and because all of them
are symbols related to authority in their original stories.
“Earth” is notably affine to “King”, which means that the
strong tie between the land and the ruler present in the
Celtic Wonder-Tales network is also present in the other
two.

An in-depth analysis of some of the most relevant semantic
affinities found is shown in Appendix B.

C. Semantic affinity compared to other affinities

To complete our analysis, we have compared the results
of different affinity functions in relevant characters in the
original material. We have studied 3 different characters,
chosen according to their relevance, showcasing their most
important best friend, Machiavelli, and semantic affinities in
Figure 4.

In the case of “Zeus”, we can see that the best friend
affinity includes mostly other Olympic gods. However, it is
interesting to note that the results for the Machiavelli and
semantic affinities do not show the same gods. This means
that although “Zeus” appears repeatedly with other gods in
his stories, he plays a different role than them in their stories.
His highest semantic values reveal that he is mostly affine
with general concepts, such as “Sun”, “Land”, “Nothing”, and
“Time”, which indicates a connection between the world state

and this god. The high affinities to “Sun” and “King” reinstate
the connection of this god with the idea of authority.

“Lugh” is one of the most important gods in the Irish
mythology and also a member of the “Tuatha Dé Danann”.
He is the maternal grandson of “Balor”, the leader of the
Fomorians, which makes him a descendant of both tribes
of gods in this mythology. His best friend affinity values
show that he is indeed tightly connected to the “Tuatha Dé
Danann” and other authoritarian symbols such as “Ireland”.
His Machiavelli affinities show that indeed the structure of
actors formed around him is similar to actors that wield
authority, such as “King” and “Balor”. The semantic affinity
reveals that the top value is “World”, which reflects how wide
the attributions and roles for this god are. “Ildana”, “Lauve”
and “Fauda” are other words to refer to “Lugh”.

“Odin”’s most important best friend affinities are “Name”,
as he is introduced many times in The Younger Edda with
different titles, and “Dwarf”, as the tribes of dwarves also
appear repeatedly in the presence of “Odin” and share many
attributions. The two most important Machiavelli affinities
are his son “Thor” and “Loki”. The relationship of “Odin”
and “Loki” is very complex and they both take a central
role in the many stories of the corpus. We also found that
his highest semantic affinity is “Frode”. “Frode” is another
name for “Frey”, the leader of the other tribe of gods in The
Younger Edda, the Vanir. “Frode” is associated with authority
and sacral kingship, which explains why these gods are so
affine in this case. We also found that “Night” has a very high
semantic affinity with “Odin”. This is indeed quite an abstract
connection but it is true that “Odin” is highly associated with
the Wild Hunt, a repeated folklorical motif in which a group
of supernatural hunters lead by a mythical figure chase the
skies in the night [57]. He is also considered to be a god of
the dead, as he greets fallen warriors in the Nordic afterlife,
and he is also capable to raise dead out of the earth. He is
also affine to “Fenris the wolf” and “Jotunheim”, which are
enemies to “Odin” and key characters in the developing of the
Ragnarök.

D. Comparison with other word embedding methods

In this section we compare our results with those ob-
tained using methods to compute continuous representations
of words. We have also considered transformer models, such
as BERT [58], which are very popular in NLP tasks. However,
these models generate a different word embeddings depending
on the context, and in this work we have focused on singular
representations for each concept.

First, we tried to study the word2vec architecture using
the pre-trained embeddings with the glove-25 dataset [59].
Training the model using our texts resulted in trivial results
due to the small size of the text corpus. However, we found
that pre-trained model using the “glove-wiki-gigaword-300”
dataset [59] contained all the required vocabulary for the Greek
Myths texts. Figure 5 shows the resulting cosine similarities
for the 10 most repeated entities. In this case, the most
prominent similarity is “Zeus” and “Heracles” followed by
“Heracles” and “Theseus”. These similarities can be explained
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Fig. 5: Cosine similarities using word2vec features for
selected actors in the Greek myths text. Word embeddings
pre-trained using “glove-wiki-gigaword-300” dataset [59].

by the popularity of these characters, which should appear
in generalist texts dealing with Greek mythology. Further
connections and relationships are not present in these results,
unlike the case of the semantic affinity.

In Appendix C we did a similar study for node2vec model
[13].

VI. SEMANTIC VALUE AND SEMANTIC AFFINITY IN THE
REUTERS TERROR WORD ASSOCIATION NETWORK

The Reuters terror network comprises the words used in
all pieces of news released during 66 consecutive days by
the news agency Reuters, regarding the September 11 terrorist
attack on the U.S [60]. The vertices of a network correspond
to 13332 different words, joined by 243447 edges. Two words
are connected in this network if they appeared together in a
piece of news. In order to study this network, we have selected
the 300 most repeated words.

We have considered as intrinsic value the bias induced by
each word. In order to do so, we have used the SentiWordNet
dictionary, that assigns a positive and a negative score to
each word [61]. As intrinsic value, we have used the sum
of the absolute value of both scores for each word. We have
also computed the weighted degree, the closeness and the
eigen centralities. We also considered the betweenness, but
the results were all near 0 and almost indistinguishable from
one another.

In this case, there is less correlation among the classical
centrality measures and the semantic value (see Table V).
The former ones focus on the structural properties of each
word, while the latter one is also considering that some
of these words transmit more information than others. For
example, “death” and “attack” have a clear bias and are used
to influence the readers’ perspective. This is a noteworthy
discrepancy between the semantic value and the classical
centrality measures, as these two words have the lowest values
of the table in Degree, Closeness and Eigencentrality. The
contrary also happens in “fear”. This word is the one with the
highest classical centrality measures, yet its semantic value is
not that high.

We have computed the Semantic affinity of some of these
words and in Table VI we have reported the highest values for

TABLE V: Centrality measures in Reuters terror network.
For the top 10 most repeated words in the dataset, sorted
according to their S value.

Word S Degree Closeness Eigencentrality

death 0.75 129 0.54 0.21
attack 0.64 131 0.56 0.27
good 0.64 110 0.61 0.42

concern 0.63 152 0.55 0.25
time 0.55 291 0.64 0.51
effort 0.55 119 0.57 0.29
fear 0.54 1468 0.75 0.75

threat 0.46 591 0.69 0.61
security 0.42 483 0.63 0.48

force 0.40 199 0.57 0.33

TABLE VI: Semantic affinity in Reuters terror network.
Top 5 entities that send or received most semantic affinity
from the ones in the header, chosen as their relevancy in the
original material.

Death Attack Fear Threat Time

Incoming Semantic Affinity

Control People Night Center Week
Front Official Rule Network Afghanistan
Health President Concern News American

Test Country System Work New York
Investigation Washington Raid Home Taliban

Outgoing Semantic Affinity

Control People Rule Center Afghanistan
Health Official Night News Week

Test President Concern Home American
Front USA System Network New York
Local Country Pakistani Service Taliban

the incoming and outgoing semantic affinities for five words
that were specially important in the news reports. Regarding
the incoming affinities, “Death” is related to “Test” and
“Investigation”, which denotes that this word has been used
in the context of the investigation of the origins of the attack.
In contrast, we can see that for “Attack”, the top words have
most to do with institutions, like “Washington”, and political
figures, such as “President”. This makes sense as the concept
of attack has more political connotations than the rest of the
chosen words. “Fear” receives most semantic affinity from
“Night”, which can have a psychological meaning. “Threat”
receives from words related to personal issues, like “Work”
and “Home”, which are important things that people can
feel threatened. It is also strongly connected to “News” and
“Network”, which are means of communication which can
express the threat itself. Finally, “Time” receives from “Week”
which is a unit of time, and from information that is con-
nected to spatial locations, like “New York” and “American”,
which designate the target of the attack, and “Taliban”, which
identifies the ideology of the terrorists. Outgoing affinities are
fairly similar to the incoming ones in all the words. However,
a noteworthy difference is the presence of “Pakistani” in the
“Threat” top outgoing semantic affinities, which is revealing
about the perception of this nationality in these reports.
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VII. DISCUSSION AND CONCLUSIONS

In this work we have studied the quantification of external
information in a social network and how it propagates through
its connections. Based on this formalization, we have proposed
a new centrality measure to ponder the importance of each
actor in the network, called the semantic value. We have also
proposed a new way to compare the semantic value of two
actors in the network, called the semantic affinity. Using our
proposal, we model the way in which actors, words in our
experimentation, enrich their own meanings by connecting
with others. We have compared our proposals with other
centrality measures and representation learning methods.

As a case study, we have considered the social networks
resulting from three different mythological text collections,
using the introduced proposals, existing social network anal-
ysis tools and different word embedding methods. Results in
the three compilations have shown a mix of both historical
and psychological relationships. Roughly speaking, we have
found that gods are very close to kingship and authoritarian
concepts, and particularly in the case of the Celtic myths, also
to the land. We have also found that gods serve as a common
nexus between the different topics that appeared in each of the
compilation tales, and the Nordics and Celts prefer to focus
their stories in gods, while the Greeks did so on humanoid and
heroic figures. When comparing semantic affinities, we have
found a strong bond between kingship and the earth. This
has been previously studied in many traditions thorough the
world [38] and it seems that it left its footprint in these tales as
well. We have also found the traces of historical connections
between the Nordic gods “Loki” and “Odin” and the Celtic
myths. This has been hypothesized before in [56], and the
connection is clear in this analysis.

Future lines of our research shall study the possible uses of
the semantic value and the semantic affinity where important
information available is outside of the network structure, as
well as the reduction of the computational complexity of the
semantic value. For instance, we intend to use it in trading and
economic networks, where the financial assets of each agent
can be used to construct the intrinsic value. We also aim to
use the semantic value to study influence in different artistic
works. Finally, we also intend to use the semantic value as
a base to construct explainable features in order exploit the
actor properties from outside the network.

APPENDIX A
BUILDING THE MYTHOLOGY NETWORKS

In this section we show how we built the network for each
mythology. We discuss which books were used to form each
network, some statistics regarding word counts, and how we
processed the text to obtain the desired networks.

1) Processing the texts: We have chosen three of the
ancient mythologies to perform the comparative study: Greek,
Nordic, and Celtic. We have opted for these three due to
their well-known interest and the existence of available com-
pilations of tales translated to English, which makes the text
processing for each book much easier. We have selected the
following books as a basis for our analysis:

• Celtic Wonder-Tales by Ella Young (1867-1956) [65].
Originally written in 1910, it is a collection of Celtic
traditional tales translated to modern English.

• Greek Myths by Olivia Collidge (1908-2006) [66]. Is
a compilation of various stories regarding the classical
Greek pantheon in modern English.

• The Younger Edda by Snorri Sturluson (1179-1241) [67].
The Prose Edda or The Younger Edda is a medieval
Icelandic compilation of mythical texts, made by the
Icelandic historian Snorri Sturluson.

Since we have the plain text files, it is easy to extract
each chapter/tale in each book. We then parse each of them
following the standard procedure [68] using a pre-trained
multilayer perceptron in the Python Natural Language ToolKit
[69]. We purge every word that is not a noun, since we only
want to model interaction between entities and concepts. In
Table VII we report the size of each book and the number of
entities found.

TABLE VII: Report of the size of each mythology. Number
of words, chapters and entities for each book in this work.

Mythology Book Chapters Words Entities

Celt Celtic Wonder-Tales 13 41613 5114

Greek Greek Myths 27 61246 5985

Nordic The Younger Edda 21 65388 7521

2) Obtaining the networks: Once we have extracted the
nouns from the text, what we have is a series of stemmed
tokens. To obtain a network, we need the nodes and the edges
to form it. In the case of the nodes, we will make a bijective
association, so that one noun will correspond to one node, and
vice versa. There are different ways to compute the edges in
terms of noun co-occurrence. We have decided to create an
edge every time a word appears in a k-distance or less from
another in the text, choosing k as 10.

3) Fusing the networks: Given the network for each tale,
we can fuse them to obtain a “global” network containing the
information from all the different networks referring to each
tale. There are no problems of scale in this context, since all
stories range from 2 to 7 pages long only. So, we simply add
up all the edges into a single network. When an edge between
two actors is repeated in various of the networks, we take the
highest value.

APPENDIX B
EXPLANATION OF RELEVANT SEMANTIC AFFINITIES FOUND

In this section we have studied some of the most interesting
obtained results using semantic affinities, because they were
unexpected, particularly relevant, or not easily explainable. To
do so, we have studied the actors contained in the paths used
in the Pipe algorithm in each case, in order to find which
connections resulted in those affinities:

• “Ireland” and “Loki”: “Loki” received the most seman-
tic affinity from “Ireland” in the fused network of the
three corpora. It was a surprising result, as they are
concepts from different mythologies, and they are not
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clearly connected. The Pipe algorithm visited 16 actors
to compute this semantic affinity. They mostly refer to
general concepts present in all the compilations of texts,
like “Fire”, “King” and “Land”, as well as other gods.
This attributions are very affine to both “Loki” and
“Ireland”, which explains the high affinity value. Besides,
“Ireland” exhibits a high homophily with respect to the
Nordic gods.

• “Odin” and “Lugh”: these gods come from different
cultures, however, their origins are intertwined [56]. The
Pipe algorithm indeed computed a high semantic affinity
in this case, visiting a total of 26 actors. Most of these
actors are not specific to one mythology but are common
concepts like “Music”, “Battle”, and “Fire”. This explains
why this affinity is high: they are both strongly related to
a set of common concepts in both compilation of tales,
which reveal that these gods have similar attributions.

• “Freyja” and “Loki”: “Freyja” and “Loki” exhibit a
strong connection. This was unexpected, as we expected
“Freyja” to have more semantic ties with other Vanir
gods. The Pipe algorithm used a total of 30 actors for
this semantic affinity. In this list, there are some common
words to all Nordic gods like “Æsir”, “Asgard”, and
“Gods”. There are also concepts related to the death
theme, like “Wolf” (referred to Fenris the Wolf), “Night”,
and “Death”. There also three other important female
deities in the visited actors, “Frigg”, “Sif”, and “Asynjes”
(the female word for “Aesir”). These female connections
are relevant, because they connect “Loki”’s deceptive
capabilities with the magic and witchcraft attributions that
are exclusively linked to female figures in this culture.
In fact, in one of the stories, “Loki” transforms himself
into a mare, giving birth to Odin’s horse. These findings
indicate that this high affinity value is due to the godly
condition of both characters, their strong relationship
with fatality, and the resemblance between “Loki”’s wit
and transfiguration powers with “Freyja”’s divination
capabilities.
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Fig. 6: Cosine similarities using node2vec features for selected
actors in the three mythological texts. We chose the 10 most
repeated entities in each text to compare themselves. a Greek
myths. b Celtic Wonder-Tales. c Younger Edda. d Fused myths
network.

In this section we computed the results obtained with a
node2vec model, displayed in Figure 6. In this case we
obtained better results for the three mythologies than in the
case of pure word2vec models. However, the conclusions are
similar: most of the similarities can be explained by mere
co-occurrences. For the case of Greek myths we found that
the two important similarities: “Apollo” and “Theseus”, and
“Heracles” and “Persephone”, which can be explained due
to their co-appearences in some tales. In the Celtic-Wonder
tales network we found a particularly high average similarity
value with no apparent reason. We found a specially high
value between “Dagda” with “Earth” and ‘Balor”, and between
“Conary” with “Balor” and “Lugh”. “Dagda” appears together
many times with both terms which explains such value. For
the case of “Conary”, we did not find any clear criterion
to connect it to the other characters, besides they were all
authority figures in their respective tales. In the Younger Edda
network, “Thor” and “Loki” present a very high similarity,
because they appear in many different stories together. Finally,
in the fused network we found that “Loki” and “Ireland”, and
“Odin” and “Lugh” are very similar, a result that we also
found with the semantic affinity. “Odin” and “Heracles” are
significantly similar, because they have so many attributions
that some of them inevitably connect them. Again, we also
found a strong similarity between “Thor” and “Loki”, for the
same reasons as in the Young Edda network.
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