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ABSTRACT 

Given the growing importance of the climate risk at a global level, this work 

attempts to relate it to business and finance through the study of the effect of 

carbon emissions on the companies’ probability of default risk. To this end, using 

panel regression models, the direct effects of carbon emissions on credit risk are 

analysed. We then study whether carbon footprint mitigation actions such as 

environmental expenditures, climate initiatives or executive compensation alter 

the effect of emissions on credit risk. As a result, we find that, on the one hand, 

the credit risk increases with a higher amount of carbon emissions, and, on the 

other hand, that such mitigation actions have the opposite effect, i.e. they reduce 

the effect of emissions on credit risk. To conclude, we highlight the need for 

companies to integrate climate risk management into their business strategies. 

Key words: climate risk, default risk, carbon emissions, environmental expenses, climate 

initiatives. 

  



 

RESUMEN 

Dada la creciente importancia del riesgo climático a nivel global, este trabajo trata 

de relacionarlo con la actividad empresarial y las finanzas a través del estudio del 

efecto de las emisiones de carbono sobre el riesgo de impago de las empresas. 

Para ello, utilizando modelos de regresión de datos de panel, se analizan los 

efectos directos de las emisiones de carbono sobre el riesgo de crédito. A 

continuación, se estudia si las acciones de mitigación de la huella de carbono, 

como los gastos medioambientales, las iniciativas climáticas o la retribución de 

los ejecutivos, alteran el efecto de las emisiones sobre el riesgo de crédito. Como 

resultado, encontramos que, por un lado, la probabilidad de riesgo de crédito 

aumenta con una mayor cantidad de emisiones de carbono y, por otro, que dichas 

acciones de mitigación tienen el efecto contrario, es decir, que reducen el efecto 

de las emisiones sobre el riesgo de crédito. Para concluir, destacamos la necesidad 

de que las empresas integren la gestión del riesgo climático en sus estrategias 

empresariales. 

Palabras clave: riesgo climático, riesgo de impago, emisiones de carbono, gastos 

medioambientales, iniciativas climáticas. 
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1. INTRODUCTION 

The involvement of business in the impacts of climate change is significant and is 

increasingly recognised as an important contributor to both negative impacts and 

solutions for mitigation and adaptation (Linnenluecke et al., 2013). 

On the one hand, business activities play an important role in generating greenhouse 

gas emissions, which are mainly responsible for global warming. Businesses that rely on 

burning fossil fuels, such as energy, transport, and manufacturing companies, have 

contributed significantly to greenhouse gas emissions (Nasih et al. 2019). In addition, 

some corporate practices, such as deforestation for raw material extraction, have also 

contributed to the release of greenhouse gases and the loss of carbon sinks. 

On the other hand, many companies are taking steps to reduce their carbon footprint 

and minimize their impact on climate change. More and more companies are adopting 

sustainable business practices and developing strategies to mitigate climate change 

(Surminski, 2013). These include adopting clean technologies, energy efficiency, 

reducing emissions, using renewable energy sources, and adopting circular approaches in 

their supply chains. Companies are developing climate risk management strategies and 

adapting their operations and business models to better withstand the impacts of climate 

change. 

As the impacts of climate change intensify and become more evident, although 

many companies take actions with a wide range of initiatives, those that fail to act to 

address them, or do so in a poor manner, are expected to face increased financial risks, 

including the risk of default (Jung et al., 2018). Indeed, the increasingly stringent 

regulation and required technological change in the context of environmental demands 

by firms’ stakeholders and civil society may compromise the viability of high carbon 

emitters. 

Because the companies with larger carbon footprint are relatively more exposed to 

progressively stricter climate-related regulations, such as higher carbon taxes or more 

expensive carbon allowances in emissions trading schemes, their cash flows, for example, 

are expected to be affected to a larger extent than those of companies with a lower carbon 

intensity. Insufficient cash flow can lead a company to rely on additional credit or 

borrowing to cover its cash needs, which in turn can increase its debt burden and financing 

costs. If the company is unable to obtain the necessary financing or if its expenses exceed 
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its cash generation capacity, it is more likely to experience financial difficulties and be at 

risk of default. 

Studies investigating the impact of climate impacts on probability of default are 

limited (Bell and van Vuuren, 2022) because this is a novel field and emissions data are 

still relatively scarce. While the relationship between climate risks exposure and share 

prices is receiving growing attention by scholars and investors, the impact on default or 

credit appears relatively underexplored. In most cases, such as Löffler et al. (2021), 

default risk is used as a control variable and, therefore, the assessment of the default risk 

as a consequence of climate risk can be considered a field of study with potential for 

improvement. 

This study contributes to this literature gap by investigating whether firm’s 

exposure to climate risks by means of carbon emissions affects the corporates credit risk. 

Moreover, this study investigates if mitigation actions such as environmental expenses, 

climate actions or compensation to executives for reducing emissions, reduce the 

probability of default by decreasing its exposure to climate risk. 

The study is structured in a first literature review in which the main articles related 

to this topic are reviewed, and the research gap is identified. Then, the database and the 

variables to be used during the study are defined, accompanied by an analysis of data 

availability. After that, a univariate and multivariate analysis is executed, where the 

descriptive statistics of the variables and the general and specific regression models are 

presented. Finally, the results of the global model are presented, followed by conclusions 

drawn from the impact of climate variables on the probability of default. 

2. LITERATURE REVIEW AND HYPOTHESES 

Existing literature is imputing climate risk into financial markets, via lower equity 

return or lower valuation for carbon-intensive firms, leaving corporate consequences 

aside. It mostly covers the analysis of the relationship between environmental issues and 

credit risk performance indicators, such as cost of equity (Sharfman and Fernando, 2008), 

loan contract conditions (Nandy and Lodh, 2012), cost of debt (Chava, 2014) and credit 

spreads (Oikonomou et al., 2014), showing in all cases that a better environmental 

performance is associated with better credit performance indicators.  

Articles for financial markets are wide, Tan et al. (2022), for example, investigate 

whether bond markets reflect firms' exposure to air pollution through an increased cost of 

https://link.springer.com/article/10.1007/s00181-023-02416-8#ref-CR33
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debt financing; and, if so, whether firms can mitigate this air pollution penalty via 

effective governance and active monitoring. They find a positive association between air 

pollution and the cost of debt financing, as well as that strengthened corporate 

governance, active board and external monitoring, and a stabilized economic environment 

further enhance the impact of air pollution on a firm's cost of debt. 

Moreover, Andersson et al. (2016) propose a dynamic investment strategy in the 

decarbonized indexes that allows long-term passive equity investors to hedge climate 

risks without sacrificing financial returns. De Jong and Nguyen (2016) find similar 

hedging strategy for bond portfolio without sacrificing benchmark-tracking properties, 

but Boermans and Galema (2017) show that Dutch pension funds face intricate trade-offs 

when aiming to reduce portfolio carbon emissions. 

As seen in these examples, most of the research on environmental risk and 

economics has been focused on financial markets, studying, among others, market 

indexes, and focusing a little on companies, bond and debt markets, and financial return. 

In any case, the interest between the negative effects of climate change and pollution and 

the consequences of these on business has not been nil.  

Several studies point to the impact of climate risks on firm’s competitiveness and 

financial performance. Bassi et al. (2009) examine the impacts of energy price changes 

resulting from different carbon-pricing policies on the competitiveness of selected US 

energy-intensive industries. The results show that climate policies that put a price on 

carbon could have substantial impacts on the competitiveness of energy-intensive 

manufacturing sectors over the next decades if no action is taken to invest in advanced 

low- and no-carbon technologies, explaining also that the extent of these impacts will 

vary across industries, depending on their energy intensities, the mix of energy sources 

they rely on and how energy is used in production activities. 

However, specifically after the signing of the Paris Agreement in 2016, some of the 

interest in the credit risk field has shifted from the financial market discussion to the firm-

level analysis, focusing on default risk. Rehman and Liu (2021), for instance, explore the 

impact of corporate default risk on environmental deterioration in the international 

context. They find that corporate bankruptcy is positively associated with CO2 emissions 

and its decomposed components. 
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Anyway, to relate environmental impact and credit risk, the existing literature uses 

several different methods, starting from different measures for calculating the 

environmental impact or the exposure to it, to the use of different measures for the 

valuation of a corporate’s credit risk. 

Nguyen and Huynh (2023), using a broad sample of U.S firms from 2002 to 2021, 

confirm the positive impacts of firm-level exposure to climate change risks on default 

risk, being the effect more pronounced for firms with greater financial constraints and 

leverage, as well as that carbon-intensive firms and sectors are affected more insensitively 

compared to carbon-non-intensive ones. To estimate the impacts, they use a model in 

which Distance to Default is the variable of interest. For that, the firm-level default risk 

is proxied by Distance to default, dependent on the climate change exposure of firm i in 

quarter t. 

Kabir et al. (2021) measure how far a limited liability firm is from default 

depending on their carbon emissions. The study is based on total carbon emissions (TCE), 

direct carbon emissions (DCE), indirect carbon emissions (ICE), and Scope 3 carbon 

emissions for the analysis. On this study, using a panel dataset of 2785 unique firms over 

the period 2004–2018 from 42 economies, they document a significant and negative 

impact of emissions on firms' distance-to-default, as well as providing evidence that 

firms’ environmental commitments and green initiatives mitigate the effect of emissions 

on default risk while environmental controversies exacerbate the effect. 

From another point of view, being considered as a green firm helps build a corporate 

reputation in society, which is highly regarded by stakeholders, and, in turn, has a 

favourable effect on firms’ revenue. On the contrary, firms engaging in carbon-emitting 

operations are likely to suffer from public outrage. Attig et al. (2013) argue that the 

dangers of behaving socially irresponsible are realised through a decrease in firms’ 

intangible assets, including reputation and relationships, which might further translate 

into income and market share loss. The reduced market share due to the loss of 

competitiveness might increase future cash-flow uncertainty, which could significantly 

increase firms’ risk of default. 

As we have seen, to calculate the variables of interest, several methods are used in 

the articles found, using climate risk exposure or carbon emissions to analyse the 

environmental impact, and using an overview of credit risk or the "Distance to Default" 

approach, and the effect on corporate image to assess a company's probability of default. 

https://papers.ssrn.com/sol3/cf_dev/AbsByAuth.cfm?per_id=5790991
https://papers.ssrn.com/sol3/cf_dev/AbsByAuth.cfm?per_id=4027388
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Furthermore, it is worth noting that all these studies focus on data obtained from US or 

Asian companies, while studies on European countries are more difficult to find, 

therefore, it can be said that the effects that can be found in a European environment have 

been only vaguely analysed. 

This paper, by studying Carbon Emissions and the probability of default, differs 

from prior studies in that it includes a geographical framework of companies not 

previously studied, as well as including in the same model variables that increase climate 

impact and others that aim to mitigate it. 

To this end, the first hypothesis to be studied is: 

H1: The higher the carbon emissions, the higher the probability of default. 

On the other hand, Gutiérrez-López et al. (2022) analyse the impact of 

environmental performance on default risk as firms advance to low-carbon production, 

via environmentally related investments. The results indicate a greater distance to default 

for better carbon performers that are more advanced in their transition to lower-carbon 

production.  

In this sense, our next hypotheses focus on the use of environmental related 

expenses that aim to either directly reduce carbon emissions, or for proactive 

environmental investments to promote energy transition so as to reduce future risks or 

increase future opportunities. Our second and third hypotheses state that: 

H2: Environmental expenses by companies reduce their probability of default. 

 

H3: Climate risk mitigation actions reduce the company’s probability of default. 

Lastly, the relationship between CEO offsets to reduce their company's carbon 

emissions and credit risk can be complex and influenced by a number of factors. If CEO 

rewards are linked to the achievement of carbon reduction targets, this may incentivise 

greater attention and commitment to sustainability in the company. Emissions reductions 

can result in long-term benefits, such as improved operational efficiency, regulatory risk 

mitigation and reputational enhancement, which could reduce credit risk. 
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In addition, proactive management of carbon emissions can help the company avoid 

future regulatory costs, fines and risks associated with climate change. This could reduce 

exposure to unanticipated financial risks and improve creditworthiness. 

We therefore put forward a fourth hypothesis: 

H4: Incentives offered to executives to reduce carbon emission decrease its 

company’s probability of default. 

Large companies tend to have a larger carbon footprint due to their size and scope 

(Nasih et al., 2019), but they also have the capacity and resources to implement 

meaningful measures to reduce these emissions. Smaller companies, on the other hand, 

may have more modest carbon footprints, but their environmental impact depends largely 

on their industry, sustainability practices and commitment to emissions reduction. 

Therefore, we put forward a fifth and final hypothesis: 

H5: The effect of carbon emissions on credit risk is higher for larger companies. 

3. DATABASE AND METHODOLOGY 

Once the most relevant literature has been reviewed and we have clarified some 

concepts, we can move on to perform our own empirical analysis with the objective of 

testing the stated hypothesis. But before presenting our results, it seems pertinent to 

describe our database and present the key variables for the study. 

3.1 Database 

Data are obtained from Eikon Refinitiv database. We consider data from Spain, 

France and Italy, and we filter for the companies with information available about carbon 

emissions and with data for obtaining the measure of default risk, which we explain later. 

We exclude companies from the financial sector due to their particular capital structure. 

Starting with an initial sample of 8,203 companies, after filtering, we obtained data of 

153 Spanish, French and Italian firms from 2000 until 2022. The information obtained 

includes environmental related and market data. Specifically, we select the following data 

for the calculation of the credit risk variable, which are the ones included in the most 

commonly used measures of default risk, such as the Black-Scholes-Merton measure of 

distance to default, short-term liabilities, long-term liabilities, EBIT, total assets, total 

debt, and market to book value ratio. The variables to be used in the model include carbon 
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emissions, environmental expenses, environmental initiative, sustainability 

compensation, market value, book-to-market, leverage and ROA. 

Figure 1 illustrates the distribution of companies by country, by adding the number 

of companies found in each of the countries studied. 

Figure 1. Map of distribution of companies by country 

  

As can be seen in the graph, the majority of companies in the sample come from 

France, with a total of 64 companies, followed by Spain (54), and then Italy (38). 

The reason for choosing these three countries for the study is that, in addition to the 

few studies in this area conducted in Europe, companies located in Spain, Italy and France 

face several common credit risk factors due to their proximity, the nature of their 

economies and the business conditions in the European region. Indeed, Italy, France and 

Spain share markets due to a combination of their geographic proximity, their 

membership in the European Union, their shared history and the complementarity of their 

economies. As a result, these factors have driven a continuous economic interaction 

between the countries over time, which can lead to the creation of trade agreements 

between them, or even the same negative impact on markets in which they are 

competitors. 

Companies in these nations often have close business relationships with each other. 

Financial difficulties in one country can have a ripple effect on supply chains and business 

transactions in the other two nations. This condition is also compounded by the fact that 
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economic conditions in these countries may be similar, meaning that all of these 

companies will be influenced by the same economic trends, such as economic recessions 

or expansions. 

On the other hand, companies in Spain, France and Italy may face similar 

competition in the European market, which could lead to pressures on profit margins and 

the ability to meet debt obligations. Given that Spain, France and Italy are popular tourist 

destinations, for example, companies in tourism-related sectors may be affected by 

variability in tourist inflows, which could impact their cash flows. 

3.2 Key Variables 

As it has been previously mentioned, the principal objective of this paper is to 

examine the relationship between carbon emissions and credit risk, assessing also if 

environmental initiatives or sustainability compensations to managers affect a company’s 

distance to default. For this, it is appropriate to present the key variables for the study and 

explain how we will measure them.  

3.2.1 Measure of Default Risk 

In order to measure default risk, we use the model proposed by Bharath and 

Shumway (2008), which is a naïve version of the structural model known as Black-

Scholes-Merton (BSM) measure to avoid the iterative process needed to implement the 

BSM measure. 

The BSM measures is based on the framework of Merton (1974), in which the 

equity of the firm can be seen as a call option on the underlying value of the firm with a 

strike price equal to the face value of the firm’s debt. The model recognizes that neither 

the underlying value of the firm nor its volatility are directly observable. Under the 

model’s assumptions both can be inferred from the value of equity, the volatility of equity, 

and several other observable variables by using an iterative procedure to solve a system 

of nonlinear equations, and starting from the Black-Scholes (1973) option-pricing model. 

After inferring these values, the model specifies that the probability of default is the 

normal cumulative density function of a z-score depending on the firm’s underlying 

value, the firm’s volatility, and the face value of the firm’s debt. 

Bharath and Shumway (2008), instead of using this iterative procedure, propose a 

fixed relationship between the volatility of equity and the assets volatility, which avoids 
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the iterative procedure. The expression of the probability of default under their model is 

given by the following expressions:  

 

with: 

 

and where Ei,t is the market capitalization of the firm i at t; Di,t is the face value of the 

debt; ri,t is the past annual return of the firm; 𝜎𝐸𝑖,𝑡 is the annual volatility of the stock 

value; 𝜎𝐴𝑖,𝑡 is a proxy for the volatility of the market value of the firm's total assets; T-t is 

the time to maturity; and N(·) is the cumulative probability of the Normal distribution 

(0,1). We take T-t = 1 year as in other works (Vassalou and Xing, 2004; Gharghori et al., 

2006) and the face value of debt as the sum of short-term debt plus half of long-term debt. 

The resulting value will equate the probability of a company’s default risk, thus, 

taking a value between 0 and 1, being 1 a 100% probability of default. Consequently, the 

dependent variable to be analysed in the study will be the probability of default (RC). 

3.2.2 Explanatory Variables 

3.2.2.1 CO2 Emissions 

The variable of interest of this study accounts for Total Carbon dioxide and CO2 

equivalents emission in tonnes (CO2.EMIS). Indeed, it reflects the direct emissions from 

sources that are owned or controlled by the company (scope 1 emissions), as well as 

indirect emissions (scope 2), which include carbon dioxide (CO2), methane (CH4), 

nitrous oxide (N2O), hydrofluorocarbons (HFCS), perfluorinated compound (PFCS), 

sulfur hexafluoride (SF6), and nitrogen trifluoride (NF3). The database follows 

greenhouse gas (GHG) protocol for all their emission classifications by type.  

The variable to be included in the regression model of the study will be the 

logarithm of this value of CO2 emissions and equivalents (l_CO2EMIS), in order to 

provide stability in the regressors, reduce outliers and establish different views of the 

estimation. 

Carbon emissions can affect a company's credit risk in a number of ways. Thus, 

governments and international organisations, for example, are implementing stricter 
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regulations to reduce carbon emissions and mitigate climate change. Companies that emit 

large amounts of carbon could face significant costs due to fines, carbon taxes or other 

regulatory measures. These additional costs can affect the profitability and debt 

repayment capacity of the company, increasing its credit risk. 

Therefore, we expect the relationship between credit risk and CO2 emissions in our 

model to be negative, i.e. a reduction in CO2 equivalent emissions increases a firm's 

distance to default. 

Figure 2 shows the average CO2 emissions per year of the companies included in 

the data sample. 

Figure 2. Average Carbon Emissions between 2002 and 2022 

 

It is clear that emission levels are drastically reduced during the period under study, 

even if the trend is still downwards, an irrefutable proof of the energy transition that has 

been so much discussed during the last years. 

For the purpose of this study, these results lead us to assume that the probability of 

default also decreases as emissions fall, however, this may not be reflected given the other 

factors that directly affect credit risk, such as Market Value, Book-to-Market, or financial 

leverage and ROA. 

3.2.2.2 Environmental Expenses 

Another variable of interest presented in this model is the total amount of 

environmental expenditures made by each company (ENVEXP). What this shows us is 

all environmental investment and expenditure for the protection of the environment or to 

prevent, reduce, control environmental aspects, impacts and hazards. It also includes the 

costs of disposal, treatment and clean-up. For this case we will also use the logarithm of 

the values obtained from the database (l_ENVEXP). 
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Investments in more energy-efficient technologies and natural resource 

management not only reduce environmental impacts but can also generate significant 

savings in long-term operating costs. This improves the company's profitability and its 

ability to meet its debt obligations. 

This is why we expect a positive relationship between this variable and the 

company's default risk, since the more the company invests in sustainability, the lower 

the climate risk, and therefore the greater the distance to default (the lower the probability 

of default). 

3.2.2.3 Climate Investment Initiatives 

This variable reflects if the company reports on making proactive environmental 

investments or expenditures to reduce future risks or increase future opportunities 

(CLIMATEACT). These investments or expenditures involve investment made in the 

current fiscal year so as to reduce future risks and increase future opportunities related to 

the environment, investments made in new technologies to increase future opportunities, 

or expenditures for treatment of emissions (e.g., expenditures for filters, agents) or 

installation of cleaner technologies. 

For this case we will use a dummy variable, which will have a value equal to 1 if 

the company reports in that year that they have made investments to improve the 

sustainability of the company, and 0 if the opposite is the case. We expect to find a positive 

relationship, that the distance to default increases when the company reports 

environmental initiatives. 

It is of great interest to study this variable because companies that adopt responsible 

environmental practices may be better prepared to deal with risks related to extreme 

events, such as natural disasters and climate change. Planning and investment in resilient 

infrastructure and disaster preparedness can reduce losses and impact on operations, 

which in turn preserves financial stability. 

3.2.2.4 Executives’ Compensation 

The last explanatory variable of the model shows whether the senior executive's 

compensation is linked to CSR/H&S/Sustainability targets (COMPEXEC). For this case 

we will analyse if the incentives offered to the manager to reduce the company's climate 

impact will indeed have an effect on the company's emissions, and thus on the credit risk. 
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Linking senior management pay to CSR/SG/Sustainability objectives ensures that 

company leaders have a vested interest in achieving sustainable goals. This could result 

in decisions and actions that are more aligned with the long-term interests of the company, 

reducing the likelihood of excessive risk-taking that could increase credit risk. Indeed, if 

senior management is incentivised to address these risks proactively, the company may 

be better prepared to avoid adverse events that could affect its financial position and thus 

its credit risk. 

For this case we will also use a dummy variable, which will take the value of 1 if 

in that company and year the CEO has incentives to reduce climate impact, and 0 

otherwise. We expect the relationship between this variable and the distance to default to 

be positive, with the distance to default increasing if these incentives reduce emissions, 

and hence credit risk. 

3.2.3 Control Variables 

In the model we will use to analyse the relationship between credit risk and 

companies' carbon emissions, we will also include some control variables that will help 

us to control or adjust the effect of other independent variables that may affect credit risk. 

These variables are market data and the financial situation of the companies, which 

are closely related to the default risk of the companies. These variables are: Market Value 

(MV), measured as market capitalization, Book-To-Market (BTM), Return on Assets 

(ROA) and Leverage (LEVERAGE), expressed in thousands of euros. A logarithm will 

be also used to include MV in the regression model (l_MV). 

These market data enrich the models by providing additional information about the 

company and its economic environment. This can help to model more accurately how 

carbon emissions affect credit risk, as they can anticipate or signal future trends in credit 

risk. If carbon emissions are correlated with changes in stock prices or credit ratings, this 

could indicate a possible increase or decrease in credit risk in the future. 

3.2.4 Data availability 

To demonstrate the reliability of this study, we present the data availability of the 

database selected. With the aim of measuring data availability, we have counted the 

number of variables available for each firm for each year, considering the aforementioned 

eight variables. Since we require at least information for Emissions and Market Value 

variable, the number of variables available ranks from 2 to 8. In case a company doesn´t 
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have information on Emissions or Market Value, the variable of data availability is an 

empty data. In Table 1 we can see this information both, by company and by year. 

Table 1. Number of variables by firm-year 

  By Company and Year   

Maximum Minimum Mean 

8 2 7,00828 

 

Furthermore, in Table 2 we show similar information but by variable, indeed, it is 

illustrated the number of variables each company presents in a 23-year time range. We 

can notice that the least available variable is Environmental Expenses, while the most 

available variable after market value is Leverage. 

Table 2. Availability of data by variable by company-year 

    By Company and Year   

  Maximum Minimum Mean 

Carbon Emissions 21 1 10,69211 

Environmental Initiative 21 1 13,00622 

Environmental Expenses 20 1 7,94497 

Sustainability Incentive 21 0 13,05142 

Market Value 23 6 19,55988 

Book-To-Market 23 1 19,22120 

ROA 23 4 20,04614 

Leverage 23 7 20,35733 

 

For instance, regarding ‘Carbon Emissions’, the minimum amount of data available 

is one. This means that there are companies that only have data available regarding their 

amount of carbon gasses emitted in one year among all the range selected.  

If we look at the “Mean” column, we observe that there are noticeable differences 

between variables. As an illustration, we observe that ‘Carbon Emissions’ and 

‘Environmental Expenses, are the variables for which the least amount of data is available 

by company throughout the years, with an average of 10,7 and 7,94 respectively. On the 

other hand, ‘Leverage’ is the variable with the highest amount of data available 

throughout the years, with an average of “20.35”.  
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4. UNIVARIATE ANALYSIS 

The aim of this section is gaining some first insights about the panel created, the 

companies’ sample, and their respective variables. This is done considering the final 

purpose of the study, which is measuring the effect of CO2 emissions on the selected 

companies’ probability of default.  

Firstly, the main descriptive statistics are computed for the whole sample. The next 

Table 4 presents the descriptive for the different model variables. 

Table 3. Main descriptive statistics

 

As it is obvious, we find very disparate averages between all the variables, since 

some such as RC, CLIMATEACT, COMP.EXEC or ROA only take values between 0 and 

1, or LEVERAGE which is a ratio, while the values of the logarithms of CO2.EMIS, 

ENVEXP or MV can adopt significantly higher values. 

Among them, the credit risk variable is worth highlighting, as it shows us how we 

find companies that are in totally opposite situations in terms of their probability of 

default, as it shows a minimum probability of 0 and a maximum of 0.99195. However, 

through the median we identify that most of the companies have a probability closer to 0. 

Furthermore, we find that the distribution of credit risk is skewed to the left. 

On the other hand, if we look at the CO2.EMIS logarithm data, we can see that the 

mean and median have an almost identical value, and this, together with the high value 

of the standard deviation, is an indicator that the values of CO2 emissions among the 

companies are very dispersed. These findings are significant given the large difference 

between the maximum and minimum value they adopt, so we also expect significant 

differences in credit risk. 

The case for environmental expenses is very similar. We find a significant 

difference between the minimum and the maximum, as well as a high level of standard 

deviation, so for this case we also assume that the values are very dispersed.  Furthermore, 

we see that the median is very high, which shows that most of the companies take large 

measures regarding their environmental impact, which should reduce the credit risk. 
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To conclude with the descriptives, the results show that for the two dummy 

variables e CLIMATEACT and COMPEXEC, the median is equal to 0 and the mean is 

less than 0.5, meaning that we find more companies that do not take environmental 

initiatives or do not compensate their executives for reducing climate impact than those 

that do. 

Then, Table 4 presents the correlation matrix, showing the coefficients for all 

variables included in the study. 

Table 4. Correlation matrix

 

The first value shown in the table, which shows the correlation between the credit 

risk and CO2 emissions, contradicts, in principle, our hypothesis number 1. In it, we 

hypothesised that credit risk would increase with the increase in emissions. On the 

contrary, this negative correlation implies that as a company's emissions increase, its 

credit risk should decrease. However, we must consider that in the correlation matrix we 

only show the relationship tow-by-two variables, without taking into account the rest of 

the variables considered in the study. These impacts of the descriptive variables on the 

dependent variable will be studied in more depth in the next section. 

Regarding the other three explanatory variables, we observe that the correlation 

coefficients between them and the default risk are not significant.  In the case of the 

control variables, we find a positive and significant relationship between default risk and 

leverage, while a negative one between market value and ROA with default risk, 

respectively. 

In this correlation matrix it is also interesting to study the relationships between the 

explanatory variables, since we include the explanatory variable of interest, which is CO2 

emissions, and other descriptive variables that are related to it. Thus, we have the 

ENVEXP variable, which explains the amount in euros that have been invested to reduce 

the environmental impact, in other words, to reduce emissions. We can see that companies 

with more CO2 emissions have more environmental expenses. Similarly, we see how the 
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CLIMATEACT variables, indicating whether or not measures are being taken to reduce 

environmental impact, and COMPEXEC, indicating whether executives receive 

compensation for reducing emissions, also have a positive relationship in terms of CO2 

emissions. To check the reliability of these descriptive variables that are related to each 

other, we see that the correlation between the variables describing environmental 

expenditures and whether initiatives are taken to reduce environmental impact is positive. 

Thus, it is shown that when companies take environmental actions, the expenses incurred 

for it also increase. 

Finally, to conclude the preliminary analysis, a test of mean differences for credit 

risk attending to different variables is presented, in which the null and alternative 

hypotheses tested are, respectively: (H0) difference of means equals 0, or (H1) exists 

difference of means. However, before the means test, a contrast analysis of variances has 

been carried out by using the test statistic calculator of Gretl, which is needed for the 

mean differences test. Indeed, if in the contrasts of variance, we reject the null hypothesis 

because the p-value is lower than the significance level, we assume the population 

variances are different during the means test.  

This study of the difference of means will be useful for this study, as it shows how 

the mean of credit risk changes depending on whether the variable studied is higher or 

lower than its mean. To do so, a dummy was calculated for each variable, by year and 

company. These variable dummies are equal to 1 if the value of that year and company is 

greater than the median of that variable, and 0 if the value is less than the median. Table 

5 presents the results. 

Table 5. Difference of means with respect to the dependent variable RC 
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As with the correlation table, the results of the table are quite interesting, as they 

somewhat contradict our hypotheses. Regarding the explanatory variables, we only find 

differences when we attend to the ENVEXP classification.  Thus, we observe that 

companies with higher environmental expenses present a higher default risk.  

The results for the control variables are significant at 1%, and indicate that credit 

risk is lower when the values of market value, book-to-market and return on assets are 

high, while credit risk is higher when leverage is higher. 

5. MULTIVARIATE ANALYSIS 

The purpose of this section is presenting and explaining the different models’ 

estimations. For all models the dependent variable is the probability of default (RC) 

measured under the Bharath and Shumway (2008) model. Firstly, three general models 

are presented (see Table 6) in which only the effect of the control variables are included, 

moving from a basic one which incorporates one constant and two control variables, to 

more complex ones including all the control variables.  

Table 6. General models for control variables 

  

RCi,t is the credit-risk measure for company i in the period t between 2000-2022, 

RCi,t-1 is the lagged credit-risk measure for company i. l_MVi,t determines the market 

value of company i, measured by the logarithm of its value. BTMi,t, determines the market 

value of a company relative to its actual worth, in a given period of time, t. Besides, 

ROAi,t , determines company i’s profitability.  

Since the credit risk (RC) variable is persistent, the effects of the variable may not 

manifest themselves immediately, but may take time to take effect. Therefore, we include 

the lag RCi,t-1 in the model, as including lags of the dependent variable allows these lagged 

effects to be reflected in the model. 

The regression models presented in this paper are estimated using panel data models 

with fixed effects. 
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Furthermore, after having presented the general models for the control variables, 

extra components of the explanatory variables are incorporated to examine whether the 

relationship between the dependent variable these descriptive and/or control variables is 

more or less significant. For this reason, in the following specific models shown in Table 

x, each of the descriptive variables are studied one by one, considering the basic structure 

of models 1 to 3 (see Table 7). The study of each descriptive variable is cascaded by 

adding one more control variable at each step, to see the specific impact of the inclusion 

of each component. 

Table 7. Specific models 

 

5.1 Control Models 

This section presents all the models including the only MV, BTM, LEVERAGE and 

ROA control variables, as well as the 1 year lagged credit-risk measure. The results can 

be seen in the table 8. 

The results, which are significant for all the variables in each model, show how the 

credit risk of the previous year positively affects the credit risk of the year studied to a 

large extent. Even so, its effect decreases when other control variables are included. 
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Table 8. Results of general models 

 

The results, which are significant for all the variables in each model, show how the 

credit risk of the previous year positively affects the credit risk of the year studied to a 

large extent. Even so, its effect decreases when other control variables are included. 

The market variables l_MV and BTM, on the other hand, have a negative 

relationship. These results are logical, as a higher value of these variables indicates a 

higher stability of the firm, which reduces credit risk. The impact of these variables is 

offset as the LEVERAGE and ROA variables are included, so that, as with the value of 

the constant, their impact is reduced when all variables are included. In any case, we see 

that the one with the least impact is BTM, followed by l_MV. 

The market variables that have the greatest effect, after the lagged credit risk, are 

those included in models 2 and 3, i.e. LEVERAGE and ROA. While LEVERAGE, 

showing the level of debt of a firm, has a positive effect on credit risk, ROA, indicating 

the profitability of a firm, has a negative effect. 

The R2 value added at the end of the table indicates the proportional amount of 

variation in the dependent variable RC, explained by the independent variables included 

in the linear regression model. The higher the R-squared, the greater the variability 

explained by the model. In this case, we see how the R2 value becomes smaller as more 

variables are included, which makes the model less explanatory. 

5.2 Carbon Emissions 

In this section, we analyse the impact of the carbon emissions on the probability of 

default. 
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As we assumed in hypothesis 1 (H1: The higher the Carbon Emissions, the higher 

the probability of default), we observe in Table 9 that the CO2.EMIS emissions variable 

has a positive effect with respect to RC, showing how an increase in the level of emissions 

increases the probability of default of firms.  

Table 9. Results for specific models for CO2 emissions  

 

As for the effect of the control variables, we observe that the signs are maintained 

with respect to Table 8, but the coefficients for BTM and ROA are no longer significant.  

5.3 Environmental Expenses 

 Table 10 shows the results obtained by including the logarithm of the ENVEXP 

variable in the general models. The results follow the same pattern as previously studied, 

the constant with a significantly high coefficient and the lag of the dependent variable 

with a positive value. 

Table 10. Results for specific models for Environmental expenses  
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It is worth highlighting the impact of the explanatory variable, since, despite 

expecting a negative effect on the probability of default, i.e. that the probability decreases 

as more money is invested in dealing with the environmental impact, the impact is 

positive, indicating exactly that by increasing the value of the logarithm of ENVEXP by 

1, the probability of default increases by 3.57%. 

Although we see that the credit risk increases with higher environmental 

expenditures, this may be due to the high correlation between carbon emissions and 

environmental expenditures. Thus, larger firms, those with higher carbon emissions and 

at the same time a higher probability of default, are the ones that compensate more 

through these expenditures, thus demonstrating a relationship between credit risk and 

expenditures. 

5.4 Climate Initiatives 

This section illustrates the effect of whether firms take climate impact initiatives in 

relation to credit risk. Table 11 shows the coefficients of the variables in the general 

models, and including in these specific models the dummy variable CLIMATEACT, 

which will only take values of 1 if initiatives are taken, and 0 otherwise. 

As for the descriptive variable CLIMATEACT, the results indicate that if firms take 

climate initiatives, default risk increases by 1.8%, which is the complete opposite of what 

was hypothesised in the previous hypotheses. However, these results go hand in hand 

with those obtained in the mean difference, as a higher credit risk was found when 

environmental initiatives were taken. Again, we can see a relationship between large 

companies and emissions, as those companies that emit the most are at the same time the 

ones that take the most action to remedy it. 

Table 11. Results for specific models for Climate Initiative  
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The results are significant, but with a low R2 value. The model becomes more 

explanatory with the inclusion of the control variables, although still very little variability 

of the dependent variable is explained if only these descriptive and control variables are 

added. 

5.5 Compensations for Executives 

Finally, we show the multivariate analysis combining the control variables and the 

descriptive variable COMPEXEC. Table 12 shows the values of the coefficients of these 

variables. 

Table 12. Results for specific models for Compensation for Executives  

 

The results, which are significant and become more explanatory of the dependent 

variable by including all the control variables, show that if firms offer rewards to 

managers for reducing climate impact, without changing the other variables, credit risk 

increases by 1.3%.  

The results for this descriptive variable also go against the assumptions made in the 

hypotheses described in section 2. However, these results go hand in hand, again, with 

those obtained for the correlation coefficients, since those companies that emit the most 

are also those that compensate the most, thus linking compensation and credit risk. 

It should be remembered that these models are specific to each descriptive variable, 

to observe trends and patterns. In the following sections, by building the overall model 

including each and every descriptive and control variable, we will be able to observe the 

true impact of each one on the credit risk. 
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6. MODERATING EFFECTS 

After performing the multivariate analysis, we can see that several results obtained 

contradict the hypotheses presented in section 2, as well as hypotheses 2, 3 and 4, which 

assume that credit risk decreases as the emissions, initiatives or offsets variables take 

higher values. On the other hand, we see that the first hypothesis 1 is fulfilled, since the 

probability of default increases as carbon emissions increase. 

Looking at the correlation matrix, which indicates a positive relationship between 

the carbon emissions variable (l_CO2. EMIS) and the other descriptive variables 

(l_ENVEXP, CLIMATEACT and COMPEXEC), and, at the same time, to the Nasih et 

al. (2019) study, which shows that large firms are the ones that emit and offset the most, 

we assume that these contradictory results are linked to these effects, i.e. that large 

environmental expenditures, initiatives or executive compensation do not offset the 

significant effect of emissions on default risk, and therefore, that climate mitigation 

activities and credit risk are positively related. 

As a result, in this section we repeat the models presented above, but including one 

more variable, which will be an interaction variable between emissions and the other 

descriptive variables, which will serve to control for the actual effects of the descriptive 

variables. 

In addition, for these cases inwhich we include the interaction variables in the 

models, we will perform a Wald test to check their significance level. The aim of this test 

is to find out whether the interactions included in the models are significant for the results. 

To do this, we will test whether the sum between the coefficient of the carbon emissions 

variable (l_CO2.EMIS) and the coefficient of the interaction (effect of emissions on credit 

risk when the selected dummy is equal to 1) is different from 0.  

In this way, looking at the p-value, if it is less than 0.1, the test will indicate that the 

sum of these coefficients is different from 0, so we can conclude that the effect of 

emissions when the value of the controlled variable is high, is significant. 

6.1 Controlling for emissions and company size 

The first of the effects we will control for will be firm size, as larger firms emit 

more. Thus, the variable to include will be the interaction between carbon emissions 

(l_CO2EMIS) and the market value dummy (dummyMV). The result is 

l_CO2EMIS*dummyMV.  
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By including this interaction, we will have, on the one hand, the effect of emissions 

for small firms, only the coefficient of l_CO2EMIS (since if the firm is small the market 

value dummy is equal to 0 and the interaction has no effect); and on the other hand, the 

effect for firms, which will be the sum of the coefficient of variable l_CO2EMIS and the 

interaction l_CO2EMIS*dummyMV. 

Recall that the model for this assumption is different, as it includes additional 

variables to identify the effect of emissions depending on whether it is a large or small 

firm. Therefore, the model will be as follows: 

Table 13. Specific models for firm size control 

 

Table 14 below shows the results for these specific models in which we included 

the control for the size of the firms. 

Table 14. Results for specific models for controlling for company size 

 

On the other hand, in the model 16 we see significant effects in the sense that CO2 

emissions have a positive impact on credit risk, both for small firms, reflected only by the 

value of l_CO2EMIS, and for large firms, with the latter having a greater impact on credit 

risk because the coefficient of l_CO2EMIS is added to the coefficient of the 

l_CO2EMIS*dummyMV variable. 

In models 17 and 18, although the effects of emissions on small companies are not 

significant, we can observe that the credit risk on larger companies is higher if emissions 

increase. 
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The result of the p-value in the Wald Test is equal to 0.008, so we conclude that the 

results obtained in these regressions are significant. Besides, these results are useful to 

confirm hypothesis number 5 (H5: The effect of carbon emissions on credit risk is higher 

for larger companies). Indeed, given that the coefficient for the variable 

l_CO2EMIS*dummyMV is 0,0029 in the model 18, we can confirm that, for a certain 

level of carbon emissions, the probability of default is between 0.29% higher for larger 

companies. 

6.2 Controlling for emissions and environmental expenditures 

In this next section, we include the interaction between carbon emissions and firms' 

environmental expenditures. This variable will help to control for the effect of carbon 

emissions when the company presents high or low environmental expenditures, on credit 

risk, so that we can see whether the probability of default is affected by the level of 

expenditures. 

Table 15 shows the models that will be used. As can be seen, we will relate carbon 

emissions (l_CO2EMIS) and the level of environmental expenditures (dummyENVEXP, 

equal to 0 when low, 1 when high) by means of a multiplication. 

Table 15. Specific models for environmental expenditures control 

 

Table 16. Results for specific models for controlling for environmental expenditures 

 

We can only repair to model 19, which shows that the probability of default is higher 

with a higher level of carbon emissions, and even when firms' environmental expenditures 
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are high. In other words, these results indicate that the effect of carbon emissions on 

default risk increases by 0.01% if the firm has high environmental expenditures. But, for 

the other two models, we observe that the effect of carbon emissions is positive and 

significant only when environmental expenses are low. In any case, we can see that the 

p-value obtained from the Wald Test is 0.0033, so we can conclude that the results are 

significant. 

This means that we cannot yet confirm our hypothesis number 2 (H2: 

Environmental expenses by companies reduce their probability of default). Indeed, 

models results for this case are contradictory, which suggest a further future research on 

this issue. 

6.3 Controlling for emissions and climate initiatives 

In the following models we will control for the effect of carbon emissions on credit 

risk, while analysing whether firms take climate initiatives to mitigate their carbon 

footprint. As previously done in the moderator models, we will include an interaction 

variable which will be the multiplication between carbon emissions (l_CO2EMIS) and 

the variable showing whether the company takes initiatives or not (CLIMATEACT). In 

this way, we will have the direct effects of carbon emissions on credit risk (l_CO2EMIS), 

and on the other hand, the effects of these emissions when the company takes climate 

initiatives (l_CO2EMIS*CLIMATEACT). 

Table 17 shows the models to be used in this section. 

Table 17. Specific models for climate initiatives control 

 

The results obtained are significant and confirm hypothesis number 3 (H3: Climate 

risk mitigation actions reduce the company's credit risk). In fact, we see that the direct 

effect of emissions on the probability of default is positive, but that the effect of these 

emissions is reduced when the company presents activities to reduce its carbon footprint. 

Furthermore, we can reconfirm that the data are significant, given that the p-value 

result in the Wald Test is 0.0044, thus highlighting that the sum of the l_CO2EMIS and 

interaction variables is different from 0. 
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Table 18. Results for specific models for controlling for climate initiatives 

 

From this section we can conclude that the effect of carbon emissions on the 

probability of default is 0.07% lower when companies take actions to mitigate their 

climate effects. 

6.4 Controlling for emissions and compensations for executives 

Finally, to conclude by studying the moderating effects, we include models in which 

the interaction is added through a multiplication between the carbon emissions and 

executive compensation variables. In this way, we can control for the effects of emissions 

on credit risk when executives are compensated to reduce their carbon footprint. 

Table 19 presents the models to be used to control for this effect. 

Table 19. Specific models for executive compensations control 

 

For these models we can also see that the results are significant. In them we can 

observe that the default risk increases when the level of emissions increases, although the 

effect of emissions is reduced if the company compensates executives for reducing the 

company's carbon footprint. 

Moreover, the p-value we received in the Wald Test results is 0.0074, so we can 

conclude that the results obtained in these models are significant. 
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Table 20. Results for specific models for controlling for executive compensations 

 

As a result, in this case we can confirm hypothesis number 4 (H4: Incentives offered 

to executives to reduce carbon emission decrease its company's probability of default). 

Thus, carbon emissions increase the probability of default by 0.093%, although this effect 

is reduced by 0.02%, to 0.073%, if companies offer their executives rewards for reducing 

their carbon footprint. 

7. ROBUSTNESS TESTS 

In this section we perform a robustness test to test the quality and reliability of the 

main results obtained by the regression models in the sections 5 and 6.  

Given the large variations in external factors that directly affected credit risk, such 

as the coronavirus, the energy crisis or the war in Ukraine, we eliminate the last 3 years 

that have been affected by these events, in order to check whether the results, compared 

to the other excluded years, are consistent. 

Indeed, these events may influence the perception of firms' credit risk by investors 

and lenders, for example. Firms operating in particularly hard-hit sectors or in geographic 

areas exposed to these shocks may have experienced greater concern about their ability 

to generate cash flow and meet their financial obligations. This could have led to a higher 

assessment of credit risk by rating agencies and potentially more restricted access to 

funding in the debt markets. 

 Therefore, as before, we will first perform a univariate analysis in which we will 

study the main descriptive statistics, the correlation matrix and the difference of means 

with respect to credit risk. Then, in a multivariate analysis, we will study model by model 

the impact of each variable on credit risk, adding control variables in steps. 
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7.1 Univariate Analysis 

The aim of this section is gaining insights about the new panel created, the 

companies’ sample, and their respective variables. Firstly, the main descriptive statistics 

are computed for the whole sample. Table 21 presents the descriptive for the different 

model variables. 

Table 21. Main descriptive statistics of the new sample 

For this case we obtain very similar results to those found in the original database. 

As we have observed above, we see that there are companies in the database that are in 

totally opposite situations in terms of their probability of default, as it shows a minimum 

probability of 0 and a maximum of 0.9762. However, we can note that with the exclusion 

of these years, the maximum value of credit risk has decreased from 0.99 to 0.97. 

Furthermore, through the median we identify that most of the companies have a 

probability closer to 0.  

On the other hand, if we look at the CO2.EMIS logarithm data, we can see that the 

mean and median have almost the same value, and this shows us again that the values of 

CO2 emissions among the companies are very dispersed. Given the difference between 

the maximum and minimum value they adopt, we again expect significant differences in 

credit risk, now also assuming that emissions can have a positive effect on credit risk. 

As for environmental expenditures, we can observe that there are companies that 

have significantly higher environmental expenditures, as we find a great difference 

between the minimum and the maximum values. However, this may also be due to the 

assumption commented in the previous sections, that large companies are the ones that 

emit the most, and at the same time, the ones that compensate the most for these effects. 

To conclude with the descriptives, the results show, again, that for the two dummy 

variables e CLIMATEACT and COMPEXEC, the median is equal to 0 and the mean is 

less than 0.5, meaning that we find more companies that do not take environmental 

initiatives or do not compensate their executives for reducing climate impact than those 

that do. 
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Then, Table 22 presents the correlation matrix, showing the coefficients for all 

variables included in the study. 

Table 22. Correlation matrix of the new sample 

The results obtained in this correlation matrix are very similar to those seen in the 

original sample, even bearing the same signs. However, as in the original sample, the 

correlations of the descriptive variables in relation to the credit risk variable again 

contradict the hypotheses put forward. 

Among these results relating credit risk and the explanatory variables, only carbon 

emissions are significant, which shows a negative relationship, and therefore, credit risk 

should decrease with emissions; and climate initiatives, which increase credit risk if any 

type of activity is undertaken to reduce the carbon footprint. Although these results are 

contradictory, we recall that these effects can be offset by the inclusion of control 

variables in the model, as shown in the previous sections. 

Given the effect that the carbon emissions variable in the first models shown in 

Section 5 has had on the rest of the explanatory variables, it is worth mentioning the 

correlations of the explanatory variables in relation to the carbon emissions variable. 

Again, we see that all correlations are positive and significant at 1%, so to check the true 

effect of the environmental expenditure, climate initiatives and executive compensation 

variables on credit risk, we must use the models in which we include the interaction 

between these variables and carbon emissions. 

Finally, to conclude the preliminary analysis, a test of mean differences for credit 

risk attending to different variables is presented, in which the null and alternative 

hypotheses tested are, respectively: (H0) difference of means equals 0, or (H1) exists 

difference of means. This study of the difference of means will be useful since it shows 

if the mean of credit risk changes in the new sample depending on whether the variable 

studied is higher or lower than its mean. To do so, we use again the dummy that was 

calculated for the mean differences in the original sample.  
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Table 23. Difference of means with respect to the dependent variable RC of the new 

sample 

 

The results obtained in the difference of means are only significant for the 

CLIMATEACT variables and the logarithm of ENVEXP. The results are quite interesting 

because, repairing the values of the environmental expenses variable, we see that the 

mean of the default risk is less when the dummy variable of this descriptive variable takes 

the value of 1, i.e. the risk is lower when expenses are higher.  

These results are very important because with the original sample, the result in the 

difference in means for this descriptive variable had been the opposite, with credit risk 

being higher when environmental costs were high. Moreover, in the original sample, this 

variable was the only one that did not confirm the hypothesis presented, so this result 

could mean a change in the effect of this variable on credit risk. 

On the other hand, we see that, this time, the result for the CLIMATEACT variable 

is significant, and unfortunately, it shows that the credit risk is higher when the company 

takes actions to reduce its carbon footprint, as we obtained before for the whole sample. 

7.2 Multivariate Analysis 

In this section we will present the results of the regression models using the new 

sample. Given the positive correlation found in the previous section between carbon 

emissions and the other descriptive variables, the models that will be studied are only 

those that include, on the one hand, carbon emissions (l_CO2EMIS) and the control 

variables, and on the other hand, the models that include the interactions between carbon 

emissions and the descriptive variables of l_ENVEXP, CLIMATEACT and 

COMPEXEC. 
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In this way, by studying only these models, we will be able to observe firstly the 

effect that emissions have directly on the probability of default, and secondly, through the 

interactions, the true effect of the l_ENVEXP, CLIMATEACT and COMPEXEC 

variables on carbon emissions and credit risk. 

7.2.1 Carbon emissions 

These first results shown correspond to the direct effect of carbon emissions on 

credit risk. Table 24 specifies the coefficients of the effect of the variables on credit risk. 

The results obtained for this new sample are the same as those shown for the 

original sample. Carbon emissions again have a positive coefficient, indicating that credit 

risk is higher when emissions increase.  

Table 24. Results for CO2 emissions specific models of the new sample 

 

As a result, we can conclude that results of the original sample are consistent, and 

that hypothesis H1 is confirmed, meaning that the default risk of a company is higher, the 

higher its level of carbon emissions. In fact, we can say that, all else being equal, the 

probability of default of a company increases by 1.2% if its carbon emissions increase by 

1 unit. 

7.2.2 Controlling for emissions and company size 

 This second section tests whether the results obtained in the original model 

controlling for the size effect are consistent. For these, table 25 presents the results of 

these new models. 

 

 

 



 

33 
 

Table 25. Results for specific models for firm size control with the new sample 

 

The results are again consistent, and we can confirm hypothesis H5. Model 31 

shows that the effect of carbon emissions on the probability of default is 0.2%, while the 

effect of emissions from large companies is 1.2% (adding the coefficient of l_CO2EMIS 

and l_ CO2EMIS*dummyMV), this effect being significantly greater than that of small 

companies. Moreover, the p-value in the Wald Test, referring to the contrast of the sum 

of the coefficients of the variables l_CO2EMIS and the interaction 

l_CO2EMIS*dummyMV, is equal to 0.0129, so we conclude that the results of these 

models are significant. 

On the other hand, although in models 32 and 33 the effect of emissions in small 

companies is not significant, we can observe that the effect in large companies is 1.1% 

greater. 

Therefore, we can conclude that hypothesis H5: The effect of carbon emissions on 

credit risk is higher for larger companies is fulfilled, and in fact, that the credit risk for 

small companies increases by 0.02% if emissions increase by 1 unit, keeping the other 

variables unchanged; and that the default risk for large companies increases by 1.07% 

more than for small companies. 

7.2.3 Controlling for emissions and environmental expenditures with the new sample 

In this next section, we include the interaction between carbon emissions and firms' 

environmental expenditures. This variable will help to control for the effect of carbon 

emissions when the company presents high or low environmental expenditures, on credit 

risk, so that we will prove if the results obtained in the original sample are consistent, 
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which indicate that the probability of default increases when the level of expenditures of 

a company is high. 

The results obtained in these models are very interesting. Although hypothesis 2 

could not be confirmed with the models presented in point 6, these data show the opposite.  

Table 26. Results for specific models for environmental expenditures control with the 

new sample 

 

The coefficients indicate that credit risk increases if the level of carbon emissions 

increases. However, the coefficient of the variable l_CO2EMIS*dummyENVEXP shows 

that the effect of emissions on credit risk is reduced if the company has large 

environmental expenditures. In fact, we can specify that the credit risk of a firm increases 

by 0.38% if the firm's carbon emissions increase by one unit, but this effect is reduced to 

0.31% if the firm has large environmental expenditures. 

The Wald Test indicates that the p-value is 0.00316, so, given that it is less than 0.1, 

we confirm that the results obtained are significant. 

This change in results may be due to the increase in credit risk that could be found 

during the excluded years, indeed, Byström (2021) confirms that the level of credit risk 

among US blue chip companies increases in tandem with the spread of the Covid-19 virus. 

Given that these crisis periods produced several problems in the production chain,  a large 

drop in profits was suffered by many companies, and therefore, a higher risk of 

bankruptcy. In this way, if companies did not adjust environmental spending levels during 

that period, the database can relate a high level of credit risk to significant levels of 

environmental spending. 

Thus, we can conclude that hypothesis number 2, H2: Environmental expenses by 

companies reduce their default risk, is fulfilled. 
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7.2.4 Controlling for emissions and climate initiatives with the new sample 

In the following models we will control for the effect of carbon emissions on credit 

risk, while analysing whether firms take climate initiatives to mitigate their carbon 

footprint. Also, we will check if the results obtained in the models with the original sample 

are consistent, given that the test of means difference in this robustness test showed that 

credit risk was higher when companies took climate initiatives. 

Table 27. Results for specific models for climate initiatives control with the new sample 

 

For this case, the result of the p-value in the Wald Test is 0.0889, so we can confirm 

that the sum of the variables is different from 0 and that the results are significant. 

Consequently, with the results presented, we can conclude that the results with the original 

sample are consistent. Carbon emissions again have a positive effect on the probability of 

default, while this effect is reduced if the company takes initiatives to combat its climate 

impact.  

The results are significant for all three models, so we can conclude that hypothesis 

3 (H3: Climate risk mitigation actions reduce the company's credit risk) is fulfilled. 

Specifically, it can be specified that carbon emissions, by increasing by one unit, increase 

the probability of default by 1.28%, although this effect is reduced by 0.39% if the 

company takes actions to reduce its carbon footprint. 

7.2.5 Controlling for emissions and compensations for executives with the new sample 

Finally, in this section we test whether the results obtained in section 6 are 

consistent, i.e. whether the effect of emissions on credit risk is indeed reduced if 

companies compensate their executives for reducing their carbon footprint. 

Table 28 shows the results of the models in which these effects are observed. 
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Table 28. Results for specific models for compensations for executives control with the 

new sample 

 

The results are again significant and consistent for this case as well, with a positive 

direct effect on emissions and a reduction if companies compensate their executives for 

reducing climate damage. 

With this, we can conclude that hypothesis number 4, H4: Incentives offered to 

executives to reduce carbon emission decrease its company's probability of default, is also 

fulfilled. More specifically, we can conclude that a company's credit risk increases by 

1.27% if the company's emissions increase by one unit, although this effect is reduced by 

0.44% if the company compensates its executives for reducing the company's climate 

impact. In addition, we can confirm the verity of these data, given that the p-value is equal 

to 0.087 in the Wald Test: 

As a result, it can be concluded that all the hypotheses raised at the beginning of 

this work have been fulfilled. 

8. CONCLUSIONS 

The objective of this study is to analyse the effect of a company's carbon emissions 

on its probability of default. This topic was made meaningful by the fact that as companies 

struggled to recover from the pandemic, some may have recognised the importance of 

sustainability and climate risk mitigation as part of their long-term strategy. Therefore, 

this paper focused not only on the direct effect of emissions, but also on whether this new 

strategy adopted by companies to mitigate climate risks, through environmental 

expenditures, climate initiatives or executive rewards, would also have an effect on the 

credit risk of these companies. 
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This study contributes to the literature on corporate credit risk and climate risk, as 

there are few studies that can be found on this topic, in fact, most studies relating climate 

and credit risk are focused on the financial market, and/or on US or Asian markets. 

Therefore, this study is one of the few that analyses the relationship between climate and 

corporate credit risk in a European setting. 

Starting from a sample of 153 Spanish, French and Italian companies, we find a 

positive effect between the level of carbon emissions and credit risk, i.e. we can confirm 

that the probability of a company's default risk increases with a higher amount of carbon 

emissions. Moreover, controlling the results by firm size, we can also confirm that the 

effect of emissions on credit risk is higher for large firms, which are, at the same time, 

those that emit and offset the most. 

Furthermore, with the results obtained from the regression models, we can conclude 

that when firms have high environmental expenditures to offset their climate effects, they 

reduce the effect of emissions on credit risk. In fact, although in the first models we find 

that the effect is the opposite, by eliminating the years that produce distortions in credit 

risk we confirm that the effect of emissions on credit risk is reduced for firms with high 

environmental expenditures. 

Besides, we also find that the effect of emissions on companies' credit risk is lower 

for those companies that do take initiatives to reduce their carbon footprint. Specifically, 

we can conclude that the effect of emissions is 0.39% or 0.44% lower for companies that 

take climate initiatives or compensate their executives for reducing emissions 

respectively. 

As awareness of climate change and sustainability continues to grow, climate risk 

management and the adoption of sustainable practices are increasingly important for the 

long-term sustainability of companies, as not taking actions to reduce a company's carbon 

footprint can increase its credit risk due to a combination of financial, regulatory, 

reputational and operational factors. 

We therefore conclude that climate risk management is not only important for 

mitigating threats, but also for identifying opportunities and strengthening a company's 

competitive position. We therefore believe that it is essential for companies to integrate 

climate risk management into their business strategies and operations to ensure their long-

term success 
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