
A linearly implicit splitting method for solving
time dependent semilinear reaction-diffusion
systems

C. Clavero and J.C. Jorge

Abstract In this paper we deal with the efficient resolution of a coupled system
of two one dimensional, time dependent, semilinear parabolic singularly perturbed
partial differential equations of reaction-diffusion type, with distinct diffusion pa-
rameters which may have different orders of magnitude. The numerical method is
based on a linearized version of the fractional implicit Euler method, which avoids
the use of iterative methods, and a splitting by components to discretize in time; so,
only tridiagonal linear systems are involved in the time integration process. Con-
sequently, the computational cost of the proposed method is lower than classical
schemes used for the same type of problems. The solution of this singularly per-
turbed problem features layers, what are resolved on an appropriate piecewise uni-
form mesh of Shishkin type. We show that the method is uniformly convergent of
first order in time and of almost second order in space. Numerical results are pre-
sented to corroborate the theoretical results.

1 Introduction

In this paper we consider a type of singularly perturbed parabolic initial and bound-
ary value problem given by{

Lε u≡ ∂u
∂ t

(x, t)+Lx,ε u(x, t)+A(x, t,u) = 0, (x, t) ∈ Q≡Ω × (0,T ],

u(0, t) = g0(t), u(1, t) = g1(t), ∀ t ∈ [0,T ], u(x,0) = ϕ(x), ∀ x ∈ Ω̄ ,
(1)
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where Ω = (0,1), the spatial differential operator Lx,ε is defined by

Lx,ε ≡−Dε

∂ 2

∂x2 , (2)

u=(u1,u2)
T ,ϕ =(ϕ1,ϕ2)

T ,g0 =(g1,0,g2,0)
T ,g1 =(g1,1,g2,1)

T , Dε = diag (ε1,ε2),
and the reaction term is given by A(x, t,u) = (a1(x, t,u),a2(x, t,u))T . We assume
that the vector diffusion parameter ε = (ε1,ε2)

T satisfies 0 < ε1 ≤ ε2 ≤ 1, and that
both εi, i = 1,2 can be very small and they can have different orders of magnitude;
we also assume that the components ai(x, t,u), i = 1,2 of the reaction matrix are
sufficiently smooth functions and that sufficient compatibility conditions among all
of these data hold, in order that the exact solution u ∈ C4,2(Q), (see [11, 12] for a
detailed discussion); more details are given posteriorly in (3).

In many previous works, see [2, 6, 8, 10, 13] and references therein, the linear
case of problem (1) is analyzed; in this case the differential equation is given by

∂u
∂ t

(x, t)+
(
−Dε

∂ 2

∂x2 +A

)
u(x, t) = f(x, t),

where A =(ai j(x, t)), i, j = 1,2 and f(x, t)= ( f1(x, t), f2(x, t))T . In those works, the
combination of classical schemes to discretize in space and time variables, together
with the use of a priori or equidistributed special meshes in space, gave numerical
methods which are uniformly convergent with respect to the diffusion parameter ε .
Nevertheless, in general, the computational cost of the numerical methods used to
solve singularly coupled systems is high due to the coupling of the components of
the discrete solution. To reduce this computational cost, in [2, 3] additive schemes
were used to solve parabolic linear systems of reaction-diffusion type for one and
two dimensional linear problems respectively, and in [4] a decomposition technique,
named splitting by components, was used for parabolic one dimensional linear sys-
tems. Both techniques allow the decoupling of the components of the system to
calculate the discrete solution.

Extending the main ideas of [4], in this paper we design a numerical algorithm
to solve the semilinear problem (1) which is also uniformly convergent with re-
spect to the diffusion parameter and its computational cost is similar to the proposed
one in [4] for the linear case. Note that for nonlinear problems, the computational
cost increases if an iterative method is used to solve them. Then, we construct our
method by combining the idea of the splitting by components combined with a lo-
cal linearization of the nonlinear reaction term; in this way, the numerical solution
is obtained by solving only tridiagonal linear systems, without requiring the use of
any iterative method. In this work we present some mathematical details only for
the case of systems with two equations; nevertheless, the technique can be applied
to systems with an arbitrary number of equations. Moreover, our proposal becomes
more and more advantageous as long as the number of equations which compose
the system increases. Up to our knowledge, paper [1] is the first one where prob-
lem (1) is considered; in that work, a nonlinear finite difference scheme is defined
and a monotone iterative method, which constructs sequences of ordered upper and
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lower solutions, is used to construct a numerical solution; moreover, the method is
uniformly convergent and it has first order in time and almost first order in space.

The paper is structured as follows. In Section 2, we describe the asymptotic be-
havior of the exact solution with respect to the diffusion parameters, and we give ap-
propriate estimates for its derivatives. In Section 3, we construct the spatial semidis-
cretization for (1) and we prove that if the discretization is defined on a piecewise
uniform mesh of Shishkin type then it is uniformly convergent of almost second
order. In Section 4, we give our proposal for the numerical integration in time; the
algorithm combines the fractional implicit Euler method, a splitting by components
of the discrete diffusion-reaction operator combined with a local linearization of
the reaction term. We prove that this discretization is uniformly and uncondition-
ally convergent of first order in time. Moreover, we prove that the fully discrete
method, which follows of the combination of the time and space discretizations, is
uniformly convergent of almost second order in space and of first order in time. Fi-
nally, in Section 5, we show the numerical results obtained for a test problem, which
corroborates the uniform convergence of the algorithm.

Henceforth, ‖ · ‖ denotes the infinity norm in R2, C denotes a generic positive
constant independent of the diffusion parameters ε1,ε2, and also of the discretization
parameters N and M and ‖f‖G ≡max{‖ f1‖G,‖ f2‖G}, where ‖ f‖G is the maximum
norm of f on the closed set G.

2 Asymptotic behavior of the exact solution

In this section we show the asymptotic behavior of the solution u of (1) with re-
spect to the diffusion parameter ε , and we give some estimates for its derivatives,
which are useful below for the analysis of the uniform convergence of the numerical
method. To do that, we assume that the coefficients of the reaction matrix satisfy

∂ai

∂ui
(x, t,v)≥ β > 0,

∂ai

∂ui′
(x, t,v)≤ 0, i 6= i′, i, i′ = 1,2,

min
v∈R2

(
∂ai

∂u1
(x, t,v)+

∂ai

∂u2
(x, t,v)

)
≥ α > 0, i = 1,2.

(3)

Under assumptions (3), problem (1) has a unique solution (see Theorem 3.1,
Chap. 8 in [12]). Moreover, following [1], by using the mean-value theorem, we
have

ai(x,y,u) = ai(x, t,0)+
∂ai

∂u1
(x, t,v)u1 +

∂ai

∂u2
(x, t,v)u2, i = 1,2, (4)

and therefore the solution of problem (1) can be studied as the solution of a linear
variant of it. Using the same argument, the following inverse positivity result can be
deduced.

Theorem 1. If −A(x, t,0),g0(t),g1(t),ϕ(x) have only non-negative components,
then u(x, t) has only non-negative components.
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Proof. See [5].

Using a similar reasoning as in [9] we obtain the following estimates for the time
derivatives.

Lemma 1. The solution of problem (1) satisfies∥∥∥∥∂ ku(x, t)
∂ tk

∥∥∥∥≤C, (x, t) ∈ Q̄, k = 0,1,2. (5)

On the other hand, in [1] the estimates∣∣∣∣∂u1(x, t)
∂x

∣∣∣∣≤C
(

1+ ε
−1/2
1 Bε1(x)+ ε

−1/2
2 Bε2(x)

)
, (6)∣∣∣∣∂u2(x, t)

∂x

∣∣∣∣≤C
(

1+ ε
−1/2
2 Bε2(x)

)
,

were proven for first derivatives respect to spatial variable x; following [1], using (4)
and the technique of [9] we deduce∣∣∣∣∂ 2u1(x, t)

∂x2

∣∣∣∣≤C
(
1+ ε

−1
1 Bε1(x)+ ε

−1
2 Bε2(x)

)
,

∣∣∣∣∂ 2u2(x, t)
∂x2

∣∣∣∣≤C
(
1+ ε

−1
2 Bε2(x)

)
,∣∣∣∣∂ ku1(x, t)

∂xk

∣∣∣∣≤C
(

1+ ε
−k/2
1 Bε1(x)+ ε

−k/2
2 Bε2(x)

)
, k = 3,4,∣∣∣∣∂ ku2(x, t)

∂xk

∣∣∣∣≤C
(

1+ ε
−1
2 (ε

(2−k)/2
1 Bε1(x)+ ε

(2−k)/2
2 Bε2(x))

)
, k = 3,4,

for any (x, t) ∈ Q̄, with

Bγ(x) = e−x
√

α/γ + e−(1−x)
√

α/γ , (7)

where γ is a generic positive constant and α is the parameter defined in (3).

3 Spatial semidiscretization

To construct our fully discrete scheme, which will solve numerically the continu-
ous problem (1), firstly we discretize such problem only with respect to the spatial
variable x. From the asymptotic behavior of the exact solution, described in previ-
ous section, it follows that, in general, two overlapping parabolic boundary layers
can appear at both end points of the spatial domain. Then, we construct piecewise
uniform meshes of Shishkin type, which concentrate the grid points in the boundary
layer regions. To do that, taking multiple of 8 positive integers denoted N, we define
the transition parameters
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σε2 = min
{

1/4,2
√

ε2 lnN
}
, σε1 = min

{
σε2/2,2

√
ε1 lnN

}
.

Then, the grid points of the mesh, Ω N ≡ {0 = x0 < x1 < .. . < xN = 1}, are given by

x j =


jhε1 , j = 0, . . . ,N/8,
xN/8 +( j−N/8)hε2 , j = N/8+1, . . . ,N/4,
xN/4 +( j−N/4)H, j = N/4+1, . . . ,3N/4,
x3N/4 +( j−3N/4)hε2 , j = 3N/4+1, . . . ,7N/8,
x7N/8 +( j−7N/8)hε1 , j = 7N/8+1, . . . ,N,

(8)

where hε1 = 8σε1/N, hε2 = 8(σε2−σε1)/N, H = 2(1−2σε2)/N. Below, we denote
by hi = xi− xi−1, i = 1, . . . ,N, and hi = (hi +hi+1)/2, i = 1, . . . ,N−1.

On these special piecewise uniform meshes, we approximate the exact solution
at the grid points, u(xi, t)≡ (u1(xi, t),u2(xi, t))T , with xi ∈Ω N and t ∈ [0,T ], by the
semidiscrete functions UN,i(t) = (UN,i,1(t),UN,i,2(t))T ∈ R2, i = 0,1, . . . ,N. These
functions are the solutions of the following family of initial value problems

(Lε,NUN(t))i ≡
d
dt

UN,i(t)+(LN,ε UN(t))i +A(xi, t,UN,i(t)) = 0, i = 1, . . . ,N−1,

UN,0(t) = g0(t), UN,N(t) = g1(t),

UN(0) = (ϕ(x0), . . . ,ϕ(xN)),
(9)

being
UN(t)≡ (UN,0(t),UN,1(t), . . . ,UN,N(t)),

LN,ε UN(t)≡ (LN,ε,1UN(t),LN,ε,2UN(t))T ,

with

(LN,ε,1UN(t))i ≡−
ε1

hi

(
UN,i+1,1−UN,i,1

hi+1
−

UN,i,1−UN,i−1,1

hi

)
, i = 1, . . .N−1,

and

(LN,ε,2UN(t))i ≡−
ε2

hi

(
UN,i+1,2−UN,i,2

hi+1
−

UN,i,2−UN,i−1,2

hi

)
, i = 1, . . .N−1.

Similar to [4], for this spatial discretization we obtain the following result, which
is the discrete analogue of Theorem 1.

Theorem 2. Assuming that all of the data (−A(xi, t,0),g0(t),g1(t),ϕ(xi)), i =
0, . . . ,N, of problem (9) have only non-negative values in their components, its so-
lution UN(t) has only non-negative components.

Using Theorem 2 and suitable discrete barrier functions on a linearized rewriting
of (9), it follows that its solution satisfies
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‖UN(t)‖Ω N
≤

max{‖g0(t)‖[0,T ],‖g1(t)‖[0,T ],‖[ϕ(x)]N‖Ω N
,
‖[−A(x, t,0)]N‖Ω N×[0,T ]

α
},∀ t ∈ [0,T ],

(10)
where [.]N denotes the restriction of a function defined on Ω to Ω N . Therefore,
problem (9) is well-posed independently of ε and N. Also, it can be viewed as a
uniform stability property of the semidiscretization process.

The local error at any time t ∈ [0,T ], at the grid point xi ∈ Ω N , i = 1, . . .N− 1,
is given by

υi,N(t)≡ Lε u(xi, t)− (Lε,N [u(x, t)]N)i. (11)

Taking into account that the contribution of the time derivatives to the local error
is zero, using appropriate Taylor expansions and the estimates (7) and the same
technique as in [9] we prove that

‖υN‖Ω N
≤C(N−1 lnN)2. (12)

Combining this result of uniform consistency and the uniform stability, the follow-
ing uniform convergence result for the spatial semidiscretization is deduced.

Theorem 3. The global error associated to the spatial discretization (9) on the
Shishkin mesh (8) satisfies

‖[u(x, t)]N−UN(t)‖Ω N
≤C(N−1 lnN)2, ∀ t ∈ [0,T ]. (13)

Proof. See [5].

4 The fully discrete scheme: uniform convergence

The second step to construct our numerical algorithm consists of integrating in time,
numerically, the family of initial value problems (9) introduced in previous section.
For simplicity, we consider a uniform mesh wM = {tm = mτ, m = 0,1, . . . ,M} ,
with τ = T/M. Let us denote by Um = (Um

1 ,Um
2 )T the approximations to u(tm) =

(u1(tm),u2(tm))T on the grid points of Ω N at each time level tm,m = 0,1, . . . ,M. In
order to get an efficient integration process we have chosen a linearized variant of
the fractional implicit Euler method. Then, the fully discrete scheme can be written
as
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U0
N = UN(0),

For m = 0,1, . . . ,M−1,

First half step

Um+1/2
N,0,1 = g1,0(tm+1),

Um+1/2
N,i,1 −Um

N,i.1

τ
+(LN,ε,1Um+1/2

N )i +a1
(
xi, tm+1,Um

N,i
)
+

∂a1

∂u1

(
xi, tm+1,Um

N,i
)(

Um+1/2
N,i,1 −Um

N,i,1

)
= 0, i = 1, . . . ,N−1,

Um+1/2
N,N,1 = g2,0(tm+1),

Um+1/2
N,i,2 =Um

N,i,2, i = 0, . . . ,N,

Second half step
Um+1

N,i,1 =Um+1/2
N,i,1 , i = 0, . . . ,N,

Um+1
N,0,2 = g1,1(tm+1),

Um+1
N,i,2 −Um+1/2

N,i,2

τ
+(LN,ε,2Um+1

N )i +a2

(
xi, tm+1,U

m+1/2
N,i

)
+

∂a2

∂u2

(
xi, tm+1,U

m+1/2
N,i

)(
Um+1

N,i,2 −Um+1/2
N,i,2

)
= 0, i = 1, . . . ,N−1,

Um+1
N,N,2 = g2,1(tm+1).

(14)
Note that this algorithm has many advantages from a numerical point view, The

first one is that the linearization which we have carried out avoids having to solve
nonlinear systems at each time level; on the other hand, the discretization by com-
ponents decouples the approximation of both components, and therefore only one
tridiagonal linear system must be solved at each half step. The combination of these
facts makes that the computational cost of the algorithm is considerably smaller than
the associated one to classical implicit schemes.

Next, we state the main theoretical results which permit to prove that this method
is unconditionally and uniformly convergent of first order in time.

Theorem 4. The resolution of the half steps defined in (14) involves systems of the
form

AN, jU
m+ j/2
N = bN, j, j = 1,2,

whose matrices are tridiagonal, inverse positive and satisfy

‖(AN, j)
−1‖∞ ≤

1
1+βτ

, j = 1,2. (15)

This result plays a main role to obtain the uniform and unconditional stability, as
well as the uniform and unconditional consistency of first order for method given
by (14). Such properties are stated in the following two theorems.

Theorem 5. (Uniform stability) Assuming the following Lipschitz type restrictions
on the reaction terms
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c1 ≥
∂ai

∂ui
(x, t,u), i = 1,2,

‖A(x, t,u)−A(x, t, ũ)‖ ≤ c2‖u− ũ‖,∣∣∣∣∂ai

∂ui
(x, t,u)ui−

∂ai

∂ui
(x, t, ũ)ũi

∣∣∣∣≤ c3|ui− ũi|, i = 1,2,

(16)

two solutions of (14), obtained with different initial conditions U0
N and Ũ0

N , satisfy

‖Um+1
N − Ũm+1

N ‖ΩN ≤
1+ cτ

1+βτ
‖Um

N− Ũm
N‖ΩN , (17)

where c depends only of c1,c2 and c3

To study the consistency of the discretization, we introduce in a standard way the
concept of the local error at time tm, denoted by em

N , as the difference UN(tm)− Ûm
N ,

being Ûm
N the solution of

Ûm−1/2
N,0,1 = g1,0(tm),

Ûm−1/2
N,i,1 −UN,i.1(tm−1)

τ
+(LN,ε,1Ûm−1/2

N )i +a1 (xi, tm,UN,i(tm−1))+

∂a1

∂u1
(xi, tm,UN,i(tm−1))

(
Ûm−1/2

N,i,1 −UN,i,1(tm−1)
)
= 0, i = 1, . . . ,N−1,

Ûm−1/2
N,N,1 = g2,0(tm),

Ûm−1/2
N,i,2 =UN,i,2(tm), i = 0, . . . ,N,

Ûm
N,i,1 = Ûm−1/2

N,i,1 , i = 0, . . . ,N,

Ûm
N,0,2 = g1,1(tm),

Ûm
N,i,2−Ûm−1/2

N,i,2

τ
+(LN,ε,2Ûm

N)i +a2

(
xi, tm, Û

m−1/2
N,i

)
+

∂a2

∂u2

(
xi, tm, Û

m−1/2
N,i

)(
Ûm

N,i,2−Ûm−1/2
N,i,2

)
= 0, i = 1, . . . ,N−1,

Ûm
N,N,2 = g2,1(tm).

(18)
Then, the following consistency result follows.

Theorem 6. Under the previous assumptions for the data of (1), it holds

‖em
N‖ΩN ≤CM−2, ∀τ ∈ (0,τ0], m = 1,2, . . . ,M. (19)

Proof. It is analogue to the proof of Theorem 7 in [5].

To conclude the analysis of the time integration process we introduce the global
error in time, at time tm as

Em
N ≡ UN(tm)−Um

N

and combining the last two results the following uniform and unconditional first
order convergence result is deduced.
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Theorem 7. Under the previous assumptions for the data of (1), the global error of
the time discretization holds

‖Em
N ‖ΩN ≤CM−1. m = 1, . . .M. (20)

Finally, combining the results (3) and (20) we are ready to state the main result
for our numerical algorithm.

Theorem 8. Under the previous assumptions for (1), the global errors for (14), sat-
isfy that

max
0≤m≤M, 0≤i≤N

‖Um
N,i−u(xi, tm)‖ ≤C

(
(N−1 lnN)2 +M−1) , (21)

where, as we mentioned before, C is a positive constant independent of the diffusion
parameters ε1,ε2 and the discretization parameters N and M. Then, the fully dis-
crete scheme is a uniformly and unconditionally convergent method of first order in
time and of almost second order in space.

5 Numerical results

In this section we show the numerical results obtained with the algorithm proposed
here to solve a test problem of type (1). The data of the example are given by

a1(x, t,u) = 2u1 + t(u1− sin(u1))−u2− te3t sin(πx),

a2(x, t,u) =−u1 +2u2 +(1− e−t)
u2

1+u2
2
,

g0(t) = g1(t) = (8t + e−8t ,16t + e−16t)T , ϕ(x) = (1,1)T .

(22)

Figure 1 displays the numerical approximation for both components, for specific
small values of ε1 and ε2, showing the boundary layers at x = 0 and x = 1.

As the exact solution is unknown, to approximate the norm of errors

‖Um
N,i−u(xi, tm)‖, i = 0,1, . . . ,N, m = 0,1, . . . ,M,

we use a variant of the double-mesh principle (see [7] for instance), i.e, we calculate

dN,M
ε, j = max

0≤m≤M
max

0≤i≤N
‖Um

N,i, j−Û2m
2N,2i, j‖, dN,M

j = max
ε

dN,M
ε, j , j = 1,2, (23)

where {Ûm
2N} is the numerical solution on a finer mesh {(x̂i, t̂m)} that is composed

of the mesh points of the coarse mesh joint to their midpoints, i.e.,

x̂2i = xi, i = 0, . . . ,N, x̂2i+1 = (xi + xi+1)/2, i = 0, . . . ,N−1,
t̂2m = tm, m = 0, . . . ,M, t̂2m+1 = (tm + tm+1)/2, m = 0, . . . ,M−1. (24)
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Fig. 1 Components 1 (left) and 2 (right) of problem (22) for ε1 = 10−6, ε2 = 10−4 with N = M =
32

From the double-mesh differences computed in (23), we obtain the corresponding
orders of convergence by

pN,M
ε, j = log(dN,M

ε, j /d2N,2M
ε, j )/ log2, puni

j = log(dN,M
j /d2N,2M

j )/ log2, j = 1,2. (25)

Table 1 shows maximum errors and their corresponding orders of convergence
for some values of ε2 when ε1 is in the set R = {ε1;ε1 = ε2,2−2ε2, . . . ,2−32}, and
some values of the discretization parameter N and M = N/4. Concretely, each
cell of this table has four numbers which, from above to below, correspond to
dN,M

ε,1 , pN,M
ε,1 ,dN,M

ε,2 and pN,M
ε,2 . From them, the uniformly convergent behavior of the

method can be observed; concretely, for large values of ε2 clearly we see first order
of convergence for both components; for smaller values of ε2, for the first com-
ponent we again observe first order and for the second component almost second
appears.

To highlight the uniformly convergent behavior in space, we have made a second
table (see Table 2), where we diminish the influence of the errors in time by taking
M = 4N. From it, we observe more clearly the almost second order of uniform
convergence in space of the algorithm, according to the theoretical results.

6 Conclusions

In this work we design, analyze and test a new numerical method for solving semi-
linear, time dependent, singularly perturbed diffusion reaction systems. The method
is the result of combining a standard central difference scheme on a special mesh
of Shishkin type, to discretize in space, and a linearized version of the fractional
implicit Euler method which permits to split by components the linear systems in-
volved in the time integration process. It is shown that the method is uniformly
convergent of almost second order in space and of first order in time; besides, the
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Table 1 Maximum errors and orders of convergence for problem (22)

N=64 N=128 N=256 N=512 N=1024
ε2 M=16 M=32 M=64 M=128 M=256

1.3444E-1 7.0148E-2 3.5733E-2 1.8022E-2 9.0486E-3
2−6 0.9385 0.9732 0.9875 0.9940

4.6886E-2 2.3334E-2 1.1718E-2 5.8721E-3 2.9393E-3
1.0067 0.9937 0.9968 0.9984

1.3416E-1 6.9993E-2 3.5650E-2 1.7980E-2 9.0278E-3
2−8 0.9387 0.9733 0.9875 0.9939

7.7328E-2 2.8120E-2 1.2624E-2 6.0502E-3 2.9821E-3
1.4594 1.1554 1.0611 1.0207

1.8148E-1 7.5122E-2 3.5567E-2 1.7918E-2 8.9931E-3
2−10 1.2725 1.0787 0.9891 0.9946

3.0621E-1 8.4278E-2 2.1304E-2 7.2289E-3 3.2007E-3
1.8613 1.9840 1.5593 1.1754

2.5950E-1 1.1579E-1 5.0747E-2 2.1799E-2 9.4647E-3
2−12 1.1643 1.1901 1.2191 1.2036

6.2623E-1 2.5739E-1 9.0294E-2 2.8867E-2 8.7490E-3
1.2827 1.5113 1.6452 1.7222

2.6025E-1 1.1596E-1 5.0842E-2 2.1856E-2 9.4969E-3
2−14 1.1663 1.1895 1.2180 1.2025

6.2650E-1 2.5757E-1 9.0395E-2 2.8921E-2 8.7784E-3
1.2824 1.5106 1.6441 1.7201

... ... ... ... ... ...

... ... ... ... ... ...
1.7776E-1 8.0687E-2 3.2542E-2 1.4798E-2 7.1548E-3

2−24 1.1395 1.3100 1.1370 1.0484
5.2191E-1 1.9279E-1 6.0360E-2 1.7090E-2 4.4647E-3

1.4368 1.6754 1.8204 1.9365
dN,M

1 2.6096E-1 1.1625E-1 5.0926E-2 2.1905E-2 9.5253E-3
puni

1 1.1666 1.1908 1.2171 1.2014
dN,M

2 6.2675E-1 2.5773E-1 9.0490E-2 2.8972E-2 8.8061E-3
puni

2 1.2820 1.5101 1.6431 1.7181

computational cost of this numerical algorithm is very low because only two small
tridiagonal systems per time step must be solved to advance in time.
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