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Abstract

Background and objective: Spatial and spatio-temporal analyses of count data are crucial in epidemiology and other fields to unveil spatial and spatio-temporal patterns of incidence and/or mortality risks. However, fitting spatial and spatio-temporal models is not easy for non-expert users. The objective of this paper is to present an interactive and user-friendly web application (named SSTC-Dapp) for the analysis of spatial and spatio-temporal mortality or incidence data. Although SSTC-Dapp is simple to use, the underlying statistical theory is well founded and all key issues such as model identifiability, model selection, and several spatial priors and hyperpriors for sensitivity analyses are properly addressed.

Methods: The web application is designed to fit an extensive range of fairly complex spatio-temporal models to smooth the very often extremely variable standardized incidence/mortality risks or crude rates. The application is built with the R package shiny and relies on the well founded integrated nested Laplace approximation technique for model fitting and inference.

Results: The use of the web application is shown through the analysis of Spanish spatio-temporal breast cancer data. Different possibilities for the analysis regarding the type of model, model selection criteria, and a range of graphical
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as well as numerical outputs are provided.

**Conclusions:** Unlike other software used in disease mapping, SSTCDapp facilitates the fit of complex statistical models to non-experts users without the need of installing any software in their own computers, since all the analyses and computations are made in a powerful remote server. In addition, a desktop version is also available to run the application locally in those cases in which data confidentiality is a serious issue.
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### 1. Introduction

Disease mapping deals with areal data from non-overlapping units focussing on the estimation of the spatial and spatio-temporal evolution of incidence or mortality patterns. The great variability inherent to classical estimation measures, such as standardized mortality/incidence ratios or crude rates, makes it necessary the use of models to smooth risks borrowing information from spatial and temporal neighbors. Research on spatial and spatio-temporal disease mapping has been focused on generalized linear mixed models within a general Bayesian framework. Two main approaches have been followed for model fitting and inference, the empirical Bayes and the fully Bayes approach. In the empirical Bayes approach, inference commonly relies on the well known penalized quasi-likelihood (PQL) technique, popularized by Breslow and Clayton [1]. The fully Bayes approach provides posterior marginal distributions of the target parameters instead of a single point estimate. However, the posterior distributions are not usually available in closed form and Markov chain Monte Carlo (MCMC) algorithms have to be used (see for example Gilks et al. [2]). WinBUGS [3] has traditionally been the most used software for Bayesian inference in disease mapping using MCMC. However, the new program Stan [4] is becoming popular for full Bayesian inference (see for example Carpenter et al. [5]).
The key difference with WinBUGS is that Stan’s MCMC techniques are based on Hamiltonian Monte Carlo, which is more efficient and robust than traditional Gibbs sampling or Metropolis-Hastings algorithms. As MCMC methods are computationally intensive when dealing with complex models, a new approximate method for Bayesian inference in latent Gaussian models, a subclass of structured additive regression models which are suitable for many practical applications, has been developed by Rue et al. [6] as an alternative to MCMC. The method uses integrated nested Laplace approximations (INLA) and numerical integration to estimate the posterior marginal distributions of the quantities of interest. Since the latent fields of the model are assumed to be described by a Gaussian Markov Random Field [7], INLA uses numerical algorithms for sparse matrices to speed up computations in comparison with MCMC methods. See Rue et al. [6] or Blangiardo and Cameletti [8] for details about the approximate Bayesian inference strategy of INLA.

Different tools for Bayesian spatial and spatio-temporal modelling of areal count data are available for users. BayesX [9] is a free software written in C++ that uses numerically efficient sparse matrix architectures for estimating regression models with structured additive predictors. In addition, a fully interactive R interface to BayesX is available through the “R2BayesX” package [10]. Some other R packages have been also developed for areal (lattice) data such as the “surveillance” package [11] for modeling epidemic data, the “plm” [12] and “splm” [13] packages for modeling econometric spatial panel data, and both the “CARBayes” [14] and “CARBayesST” [15] packages to fit a range of spatial and spatio-temporal conditional autoregressive models respectively. Some examples on how to fit spatial disease mapping models using BayesX, CARBayes and INLA are given in Bivand et al. [16, Chapter 10.4].

The INLA approach for approximate Bayesian inference in latent Gaussian models has become a widespread tool in several fields of scientific research, mainly due to its great versatility, accuracy, and reduction of computational costs. An interface with the free statistical software R, called R-INLA, is available allowing model specification and fitting within R. Documentation for the
package, many worked examples, and a discussion forum are also available in the R-INLA website [http://www.r-inla.org/]. However, the generality of R-INLA makes its use complex for non-expert users, so some purpose-built packages defined on top of INLA have been developed for specific set of models. See Rue et al. [17] for a review of recent examples of applications using the R-INLA package.

Very recently, the R package “SpatialEpiApp” has been developed for the analysis of spatial and spatio-temporal disease data [18] which generates a web application using “shiny” [19]. It is designed for visualizing disease data, estimating risks using INLA, and detecting clusters using the scan statistics implemented in the SaTScan™ software [20]. Although the application provides a wide range of interactive data visualization tools, it has two main limitations: (i) the user must have installed on its own computer all the R packages and software dependencies, and (ii) only the spatial convolution model proposed by Besag, York and Mollié [21] and the spatio-temporal model with linear trend described in Bernardinelli et al. [22] are implemented, which may be very limited in many real data analyses.

Although there exist software that allows to fit a wide range of spatial and spatio-temporal models for areal data, in most cases certain programming skills are required to use them properly. In addition, using appropriate prior distributions and solving identifiability problems in the models are not always straightforward. This is what has motivated us to develop the interactive web application SSTCDapp, facilitating the use of fairly complex spatial and spatio-temporal disease mapping models using R-INLA for users in many areas, including epidemiologists and public health researchers, as well as providing additional tools that are useful for a detailed analysis of the model results. SSTCDapp is designed to perform descriptive analyses in space and time of mortality/incidence risks or rates, and to fit a wide variety of spatial and spatio-temporal hierarchical models commonly used in disease mapping. It has been developed with “shiny”, a package to build interactive web applications in the R software environment. The use of this package is becoming very popular.
nowadays and many different environmental modelling applications are being developed [23, 24, 25].

The main objective of the SSTCDapp application is to make available to any potential user a simple and intuitive web tool that allows to fit a wide variety of spatial and spatio-temporal hierarchical models commonly used in disease mapping without installing any software in its computer, since all the analyses and computations are made in a powerful remote server. In addition, a desktop version is also available to run the application locally in those cases in which data confidentiality could be a serious issue. The application may also be used for the analysis of similar problems in other fields such as ecology, criminology, gender-based violence, road-traffic accidents or veterinary.

The rest of this paper is laid out as follows. Section 2 outlines the spatial and spatio-temporal models that are currently available in SSTCDapp, as well as other implemented features. In Section 3 the main functionalities of the application are described and an example illustrating how to analyze breast cancer mortality data in Spanish provinces is given. Finally, a concluding discussion and a summary of future improvements of the application are given in Section 4.

2. Methodology

This section outlines the spatial and spatio-temporal Bayesian hierarchical models available in SSTCDapp. Details about model identifiability, model selection criteria, and hyperprior distributions are also given. In what follows we suppose that we have a region divided into \(n\) small areas labelled as \(i = 1, \ldots, n\); for a given area \(i\), \(O_i\) will denote the observed number of cases and \(N_i\) the population at risk.

2.1. Classical risk estimation measures

The simplest mortality/incidence indicator is the crude rate (CR), which is defined as the number of cases per \(100,000\) inhabitants. That is,

\[
CR_i = \frac{O_i}{N_i} \times 100,000 \quad \text{for} \quad i = 1, \ldots, n.
\]
These rates are often age standardized. The underlying reason is that two populations that have the same age-specific mortality/incidence rates for a specific disease will have different crude rates if the age distributions of the two populations are different. To standardize rates, both direct and indirect age standardization methods can be performed [26].

2.1.1. Standardized rates

The direct standardization method provides age-standardized mortality/incidence rates that would have been observed in a population with the same age structure of a certain reference population, called the standard population. So, the standardized rate (SR) for each area is computed as

$$SR_i = \frac{\sum_{j=1}^{J} P_j \times \frac{O_{ij}}{N_{ij}} \times 100,000}{\sum_{j=1}^{J} P_j}$$

for $i = 1, \ldots, n$

where $J$ is the number of age-groups, $P_j$ is the standard population in the $j^{th}$ age-group, while $O_{ij}$ and $N_{ij}$ are the number of counts and population at risk in area $i$ and age-group $j$, respectively. By default, the age distribution of the 2013 European Standard Population is used to compute these rates in SSTCDapp.

2.1.2. Standardized mortality/incidence ratio

The indirect standardization method uses the same age-specific rates, generally those computed using the information from all the areas together, applied to the age structure of the population at risk in each geographical unit. In SSTCDapp, the expected number of cases for each area is computed as

$$e_i = \sum_{j=1}^{J} N_{ij} \frac{O_j}{N_j} \text{ for } i = 1, \ldots, n$$

where $O_j = \sum_{i=1}^{n} O_{ij}$ and $N_j = \sum_{i=1}^{n} N_{ij}$ are the number of cases and the population at risk in the $j^{th}$ age-group, respectively. Finally, the standardized mortality/incidence ratio (SMR or SIR) is defined as the number of observed cases divided by the number of expected cases. These measures are extremely variable when analyzing rare diseases (with few number of cases) or low-populated
areas. If this is the case, statistical models are needed to provide reliable risk or rate estimates.

2.2. Spatial models for disease mapping

Let us consider that the interest lies in estimating the relative risk \( r_i \) of mortality/incidence of a disease in area \( i \). Conditional on these risks, the number of counts \( O_i \) is assumed to be Poisson distributed with mean \( \mu_i = e_i r_i \). That is,

\[
O_i|r_i \sim \text{Poisson}(\mu_i = e_i r_i) \quad \text{for} \quad i = 1, \ldots, n, \\
\log \mu_i = \log e_i + \log r_i.
\]

Here, \( \log e_i \) is an offset and depending on the specification of \( \log r_i \) different models are defined.

Similarly, if the interest lies in estimating the region specific rate of mortality/incidence of a disease in area \( i \), the model of Equation (1) can be reformulated as

\[
O_i|r_i \sim \text{Poisson}(\mu_i = N_i r_i) \quad \text{for} \quad i = 1, \ldots, n, \\
\log \mu_i = \log N_i + \log r_i,
\]

where now the population at risk of each area \( N_i \) is the offset of the Poisson log-linear model. In what follows, we will refer to \( r_i \) as the relative risk of area \( i \). Most of the spatial disease mapping models in the literature are based on conditional autoregressive (CAR) prior distributions. In the simplest model the log-risk is modelled as

\[
\log r_i = \eta + \xi_i, \quad (2)
\]

where \( \eta \) is an intercept representing an overall level of risk and \( \xi = (\xi_1, \ldots, \xi_n)' \) is a spatially structured random effect. In what follows we describe the different CAR prior distributions that are currently implemented in SSTCDapp.

2.2.1. Intrinsic CAR model

The intrinsic conditional autoregressive (iCAR) prior distribution \( [27] \) commonly used in disease mapping is defined as

\[
\xi \sim N(0, [\tau\xi R_s]^-), \quad (3)
\]
where $\tau_\xi$ is a precision parameter and $R_s$ is the $n \times n$ spatial neighborhood matrix with diagonal elements equal to the number of neighbors of each area and non-diagonal elements $(R_s)_{ij} = -1$ if areas $i$ and $j$ are neighbors and $(R_s)_{ij} = 0$ otherwise. Here, two areas are considered as neighbors if they share a common border. The symbol $-$ denotes the Moore-Penrose generalized inverse of a matrix. The intrinsic CAR prior is improper, i.e., its precision matrix is not of full rank. Clearly $\sum_j (R_s)_{ij} = 0, \forall i$, that is $R_s 1_n = 0$, where $1_n$ is a vector of ones of length $n$. Hence, an identifiability problem arises for the intercept in Equation (2). The problem can be solved by imposing the sum-to-zero constraint $\sum_{i=1}^n \xi_i = 0$ or by deleting the intercept (see for example, Eberly and Carlin [28]).

2.2.2. BYM model

The iCAR prior distribution only accounts for spatial correlation structures, and hence, it is not appropriate if the variability is not spatially structured. Besag, York and Mollié [21] proposed a model (hereafter BYM model) which includes two spatial random effects: one assuming an iCAR prior for the spatially structured variability, and another one assuming a Gaussian exchangeable prior to model unstructured heterogeneity. That is,

$$\xi = u + v; \quad \text{with} \quad u \sim N(0, \tau_u R_s^{-}),$$

$$v \sim N(0, \tau_v^{-1} I_n),$$

where $\tau_u$ and $\tau_v$ are the precision parameters of the structured and unstructured spatial effects respectively, and $I_n$ is an identity matrix of dimension $n \times n$. However, the variance components in the BYM model are not identifiable from the data [29], and hence only the sum $u_i + v_i$ is identifiable. To solve identifiability problems with the intercept term, the sum-to-zero constraint $\sum_{i=1}^n (u_i + v_i) = 0$ must be imposed.

2.2.3. Leroux model

Leroux et al. [30] proposed an alternative formulation to model both spatially unstructured and structured variation in a single set of random effects
(hereafter LCAR model), which is given by
\[ \xi \sim N(0, \tau_\xi (\lambda_\xi R + (1 - \lambda_\xi)I_n)^{-1}), \]  
(5)
where \( \tau_\xi \) is a precision parameter and \( \lambda_\xi \) is a spatial smoothing parameter taking values between 0 and 1. Note that \( \lambda_\xi = 0 \) corresponds to the unstructured prior \( \xi \sim N(0, \tau_\xi^{-1}I_n) \), while \( \lambda_\xi = 1 \) corresponds to the iCAR prior \( \xi \sim N(0, [\tau_\xi R_n]^{-}) \). The covariance matrix of the LCAR model is of full rank whenever \( 0 \leq \lambda_\xi < 1 \), but a confounding problem still remains. In practice, retaining the intercept implicitly included in the LCAR model has no advantage and provokes a variance inflation of the fixed-effects intercept [31]. So, a sum-to-zero constraint \( \sum_{i=1}^{n} \xi_i = 0 \) has to be considered.

2.2.4. A modified BYM model (BYM2)

Riebler et al. [32] consider a modification of the model proposed by Dean et al. [33] which addresses both the identifiability and scaling issue of the BYM model, hereafter BYM2 model. The spatial random effect is reparameterized as
\[ \xi = \frac{1}{\sqrt{\tau_\xi}}(\sqrt{\lambda_\xi}u_* + \sqrt{1 - \lambda_\xi}v), \]  
(6)
where \( u_* \) is the scaled intrinsic CAR model with generalized variance equal to one and \( v \) is the unstructured random effect. The variance of the random effect is expressed as a weighted average of the covariance matrices of the structured and unstructured spatial components (unlike the LCAR model which considers a weighted combination of the precision matrices), i.e.,
\[ \text{Var}(\xi|\tau_\xi) = \frac{1}{\tau_\xi}(\lambda_\xi R_* + (1 - \lambda_\xi)I_n), \]
where \( R_* \) indicates the generalised inverse of the scaled spatial precision matrix [34]. As in the previous models, a sum-to-zero constraint \( \sum_{i=1}^{n} \xi_i = 0 \) must be imposed to avoid identifiability problems.

2.3. Spatio-temporal models for disease mapping

Suppose now that for each area \( i \), data are available for different time periods labeled as \( t = 1, \ldots, T \). The classical risk estimation measures described for
spatial count data are similarly defined in the spatio-temporal context. For example, using the indirect standardization method, the number of expected cases for area $i$ and time $t$ is now defined as

$$ e_{it} = \sum_{j=1}^{J} N_{itj} \frac{O_j}{N_j} \quad \text{for} \quad i = 1, \ldots, n; \quad t = 1, \ldots, T, $$

where $O_j = \sum_{i=1}^{n} \sum_{t=1}^{T} O_{itj}$ and $N_j = \sum_{i=1}^{n} \sum_{t=1}^{T} N_{itj}$ are the number of cases and the population at risk in the $j$th age-group, respectively.

If the interest lies in estimating the relative mortality/incidence risk of a disease in area $i$ and time $t$, the model of Equation (1) is extended as follows

$$ O_{it} \mid r_{it} \sim \text{Poisson}(\mu_{it} = e_{it} r_{it}) \quad \text{for} \quad i = 1, \ldots, n; \quad t = 1, \ldots, T, $$

$$ \log \mu_{it} = \log e_{it} + \log r_{it}. \quad (7) $$

The non-parametric models based on CAR priors for spatial random effects, random walk priors for temporal random effects, and different types of spatio-temporal interactions described in Knorr-Held \[35\] are currently implemented in SSTCDapp. The log-risks are modelled as

$$ \log r_{it} = \eta + \xi_i + \phi_t + \gamma_t + \delta_{it}, \quad (8) $$

where $\eta$ is an intercept representing an overall level of risk, $\xi_i$ is the spatial component, $\phi_t$ and $\gamma_t$ represent the unstructured and structured temporal effects respectively, and $\delta_{it}$ is the space-time interaction effect. If the interaction term is dropped, an additive model is obtained. The BYM model \[4\] was originally proposed by Knorr-Held \[35\] as the prior distribution for the spatial random effect $\xi$, while the LCAR model \[5\] is considered instead by Ugarte et al. \[36\]. In addition to these models, the iCAR model \[3\] and the BYM2 model \[6\] have been also implemented as spatial prior distributions when fitting spatio-temporal models. An exchangeable prior distribution is given to the temporal random effect $\phi = (\phi_1, \ldots, \phi_T)'$, that is

$$ \phi \sim N(0, \tau^{-1}_\phi I_T), $$
where $\tau_\phi$ is a precision parameter and $I_T$ is an identity matrix of dimension $T \times T$. For the temporally structured random effect $\gamma = (\gamma_1, \ldots, \gamma_T)'$, random walks of first (RW1) or second order (RW2) can be assumed, i.e.,

$$\gamma \sim N(0, \tau_\gamma R_t),$$

where $\tau_\gamma$ is a precision parameter and $R_t$ is the $T \times T$ structure matrix of a RW1/RW2 (see for example, Rue and Held [7], pp. 95 and 110). In practice the temporal effect of the data is usually structured, so the uncorrelated temporal component $\phi_t$ can be removed. Finally, the following prior distribution is assumed for the space-time interaction random effect $\delta = (\delta_{11}, \ldots, \delta_{1T}, \ldots, \delta_{n1}, \ldots, \delta_{nT})'$

$$\delta \sim N(0, \tau_\delta R_\delta),$$

where $\tau_\delta$ is a precision parameter and $R_\delta$ is the $nT \times nT$ matrix obtained as the Kronecker product of the corresponding spatial and temporal structure matrices.

As shown in Table 1, four types of interactions can be considered.

### Identifiability constraints

Similar to the spatial case, identifiability problems arise in model (8) because the overall level can be absorbed by both the spatial and temporal effects. In addition, the interaction term is confounded with the main effects. To ensure model identifiability, sum-to-zero constraints are usually imposed over the random effects of the model (see Table 2). Details on the derivation of these constraints can be found in Goicoa et al. [31].

<table>
<thead>
<tr>
<th>Interaction</th>
<th>$R_\delta$</th>
<th>Spatial correlation</th>
<th>Temporal correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type I</td>
<td>$I_n \otimes I_T$</td>
<td>$-$</td>
<td>$-$</td>
</tr>
<tr>
<td>Type II</td>
<td>$I_n \otimes R_t$</td>
<td>$-$</td>
<td>$\checkmark$</td>
</tr>
<tr>
<td>Type III</td>
<td>$R_s \otimes I_T$</td>
<td>$\checkmark$</td>
<td>$-$</td>
</tr>
<tr>
<td>Type IV</td>
<td>$R_s \otimes R_t$</td>
<td>$\checkmark$</td>
<td>$\checkmark$</td>
</tr>
</tbody>
</table>

Table 1: Specification for the different types of space-time interactions.
<table>
<thead>
<tr>
<th>Interaction</th>
<th>RW1 prior for $\gamma$</th>
<th>RW2 prior for $\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type I</td>
<td>$\sum_{i=1}^{n} \xi_i = 0$, $\sum_{t=1}^{T} \gamma_t = 0$, $\sum_{i=1}^{n} \xi_i = 0$, $\sum_{t=1}^{T} \gamma_t = 0$, $\sum_{i=1}^{n} \sum_{t=1}^{T} \delta_{it} = 0$</td>
<td>$\sum_{i=1}^{n} \xi_i = 0$, $\sum_{t=1}^{T} \gamma_t = 0$, $\sum_{i=1}^{n} \xi_i = 0$, $\sum_{t=1}^{T} \gamma_t = 0$, $\sum_{i=1}^{n} \sum_{t=1}^{T} \delta_{it} = 0$</td>
</tr>
<tr>
<td>Type II</td>
<td>$\sum_{i=1}^{n} \xi_i = 0$, $\sum_{t=1}^{T} \gamma_t = 0$, $\sum_{i=1}^{n} \xi_i = 0$, $\sum_{t=1}^{T} \gamma_t = \sum_{t=1}^{T} \epsilon_t = 0$, $\sum_{t=1}^{T} \delta_{it} = 0$, for $i=1, \ldots, n$</td>
<td>$\sum_{i=1}^{n} \xi_i = 0$, $\sum_{t=1}^{T} \gamma_t = \sum_{t=1}^{T} \epsilon_t = 0$, $\sum_{i=1}^{n} \sum_{t=1}^{T} \delta_{it} = 0$, for $i=1, \ldots, n$</td>
</tr>
<tr>
<td>Type III</td>
<td>$\sum_{i=1}^{n} \xi_i = 0$, $\sum_{t=1}^{T} \gamma_t = 0$, $\sum_{i=1}^{n} \xi_i = 0$, $\sum_{t=1}^{T} \gamma_t = 0$, $\sum_{i=1}^{n} \sum_{t=1}^{T} \delta_{it} = 0$, for $i=1, \ldots, n$</td>
<td>$\sum_{i=1}^{n} \xi_i = 0$, $\sum_{t=1}^{T} \gamma_t = 0$, $\sum_{i=1}^{n} \sum_{t=1}^{T} \delta_{it} = 0$, for $i=1, \ldots, n$</td>
</tr>
<tr>
<td>Type IV</td>
<td>$\sum_{i=1}^{n} \xi_i = 0$, $\sum_{t=1}^{T} \gamma_t = 0$, $\sum_{i=1}^{n} \xi_i = 0$, $\sum_{t=1}^{T} \gamma_t = 0$, $\sum_{i=1}^{n} \sum_{t=1}^{T} \delta_{it} = 0$, for $i=1, \ldots, n$</td>
<td>$\sum_{i=1}^{n} \xi_i = 0$, $\sum_{t=1}^{T} \gamma_t = 0$, $\sum_{i=1}^{n} \sum_{t=1}^{T} \delta_{it} = 0$, for $i=1, \ldots, n$</td>
</tr>
</tbody>
</table>

Table 2: Identifiability constraints for the spatio-temporal CAR models in Equation (8).

2.3.2. Posterior patterns and risk variability decomposition

A decomposition of the estimated log-risks in Equation (7) is given by Adin et al. [37] to make the smoothing effects comparable when fitting different spatio-temporal disease mapping models. For this purpose, the following posterior intercept ($\eta^*$), spatial ($\xi^*_i$), temporal ($\gamma^*_t$), and spatio-temporal ($\delta^*_{it}$) patterns are defined

$$
\eta^* = \frac{1}{nT} \sum_{i=1}^{n} \sum_{t=1}^{T} \log r_{it},
$$

$$
\xi^*_i = \frac{1}{T} \sum_{t=1}^{T} \log r_{it} - \eta^*,
$$

$$
\gamma^*_t = \frac{1}{n} \sum_{i=1}^{n} \log r_{it} - \eta^*,
$$

$$
\delta^*_{it} = \log r_{it} - \xi^*_i - \gamma^*_t - \eta^*.
$$

(9)
It can be checked that the estimated log-risks are expressed as the sum of these patterns, i.e., \( \log r_{it} = \eta^* + \xi^*_i + \gamma^*_t + \delta^*_{it} \). In addition, since these patterns are centered at zero, the total amount of variability of the overall log-risks can be decomposed as the sum of the spatial, temporal, and spatio-temporal variabilities as follows

\[
\frac{1}{nT} \sum_{i=1}^{n} \sum_{t=1}^{T} (\log r_{it} - \bar{\log r}_{it})^2 = \frac{1}{n} \sum_{i=1}^{n} (\xi^*_i)^2 + \frac{1}{T} \sum_{t=1}^{T} (\gamma^*_t)^2 + \frac{1}{nT} \sum_{i=1}^{n} \sum_{t=1}^{T} (\delta^*_{it})^2.
\]

This decomposition allows us to compute the percentage of variability explained by the spatial, temporal, and spatio-temporal terms.

### 2.4. Model selection criteria

Some criteria based on the deviance are computed with the SSTCDapp application to compare different models in terms of model fitting and complexity. The deviance information criterion (DIC) \[38\] is the most commonly used measure of model fit based on deviance for Bayesian models, which is computed as the sum of the posterior mean of the deviance (a measure of goodness of fit) and the number of effective parameters (a measure of complexity). A corrected version of the DIC proposed by Plummer \[39\] has been also considered in SSTCDapp, because it has been shown that DIC values may under-penalize complex models in disease mapping. The recently derived Watanabe-Akaike information criterion (WAIC) \[40\] which is recommended by Gelman et al. \[41\] over the DIC criterion, is also computed by the SSTCDapp application. WAIC is a method for estimating pointwise out-of-sample prediction accuracy from a fitted Bayesian model, and unlike DIC, is invariant to parametrization and also works for singular models. The logarithmic score \[42\], a scoring rule to compare models in terms of their predictive performance, is also computed when fitting a battery of models with different types of spatio-temporal interaction random effects.

### 2.5. Prior distribution for the hyperparameters

Prior distributions for the precision parameters have to be specified in all the models for latent Gaussian fields described in Section \[2.2\]. By default,
log-Gamma distributions are given to the log-precision parameters in R-INLA. However, these priors may lead to wrong results and have been criticized in the literature [43, 44]. In the SSTCDapp application, improper uniform prior distribution on the positive real line are considered for the standard deviations, \( \sigma = 1/\sqrt{\tau} \sim U(0, \infty) \). In addition, a standard uniform distribution is given to the spatial smoothing parameter \( \lambda_\xi \) when fitting the LCAR or BYM2 model for the spatial random effect. See Ugarte et al. [45] for details about how to implement these prior distributions in R-INLA.

The penalised complexity (PC) priors [44] are also available in SSTCDapp when scaling intrinsic GMRFs [34]. If PC priors are used for the precision of a Gaussian random effect, the parameters \( U \) and \( \alpha \) must be specified so that \( P(\sigma > U) = \alpha \). The default values in R-INLA \((U, \alpha) = (1, 0.01)\) are considered when fitting iCAR and RW1/RW2 prior distributions, as well as for the corresponding space-time interaction effect. If the BYM2 model is selected for the spatial random effect \( \xi \), the values \((U, \alpha) = (0.5, 0.5)\) are given to the probability statement \( P(\lambda_\xi > U) = \alpha \).

3. Interactive web application

SSTCDapp is an interactive web application developed with “shiny” for the analysis of spatial and spatio-temporal areal count data, and it is addressed at [https://emi-sstcdapp.unavarra.es/](https://emi-sstcdapp.unavarra.es/)

3.1. Description and functionalities

Every new user must register for the first time and a password will be sent to the user’s e-mail address. The password is required to login in the SSTCDapp application and to create a personal account. In this way, the user will be able to submit a model on a remote server and collect the results when the computations are finished. The application uses SSH for data transfer to the remote server when fitting the INLA model. No user has access to the data and results of any other user, and the data files uploaded by the users are automatically deleted.
from the application once they have logged out. A desktop version is also available with the source code of the application to be run locally if needed, fully guaranteeing data confidentiality. As described in Figure 1, the application is structured into four main parts organized in tabs:

1. **Data Input**: The data and the associated cartography are uploaded by the user, and automatically previewed on the screen. Several formats for both data and cartography are supported.

2. **Descriptive Analyses**: The target variables are selected and standardized mortality ratios (SMR) or standardized rates (SR) are computed. Descriptive graphics of the spatial, temporal, and spatio-temporal distribution for the variables of interest (crude rates, SMR or SR) are generated.

3. **Model Specification**: The spatial or spatio-temporal models described above can be fitted. The model is submitted to a remote server and once the calculations are finished, the user will receive a notification by email.

4. **Results**: Summary measures are provided for the posterior distribution
of model hyperparameters, relative mortality/incidence risks (or rates), and spatial, temporal, and spatio-temporal patterns. Maps with the geographical distribution of the disease risks and area-specific temporal evolutions can be generated.

In addition, it includes a *Desktop version* tab to download a zip file with the local version of the application, and a *Help* tab with a detailed user guide and a set of tutorials that show how to fit spatial and spatio-temporal disease mapping models using SSTCDapp. A complete description of the main functionalities can be found in the [Appendix](#).

### 3.2. Example: Estimating breast cancer mortality risks in Spanish provinces

In this example female breast cancer mortality data in continental Spain during the period 1990-2010 is used to illustrate how to fit spatio-temporal disease mapping models using SSTCDapp. These data were analyzed in Ugarte et al. [46] using different possibilities of modelling the space-time interaction using B-splines in Bayesian disease mapping. All the results shown in this section can be reproduced by downloading the attached files of the tutorial from the *Help* tab of the application. The data files needed to run the example are the following.

- **Breast_Cancer.txt**: A text file with female breast cancer mortality cases registered in the 47 provinces of continental Spain from 1990 to 2010. Data are disaggregated by area, year, and the following age-groups: 1=[0,5), 2=[5,10), ..., 17=[80,85), 18=[+85). The file contains an identification variable for the provinces (*Region*), the year of death (*Year*), the age-group (*Age_group*), the number of observed cases (*Cases*), and the population at risk (*Pop*).

- **Carto_SpainPROV.Rdata**: An Rdata file containing an spatial data object of class *SpatialPolygonDataFrame* with the cartography of the Spanish provinces.
Firstly, the input data must be uploaded. The user needs to select the data format in the “Data file options” box (in this case .txt). Then, the Breast_Cancer.txt file is uploaded using the browser of the “Upload data file” box. Secondly, the cartography of the Spanish provinces should be uploaded. The .Rdata format in the “Map file options” box should be chosen, uploading the Carto_SpainPROV.Rdata file using the browser of the “Upload map file” box. The user then selects ID.area as the area variable in the map (see Figure A1).

The target variables must be chosen in the Variable Selection tab to compute the standardized mortality ratios (SMRs). Then, the geographical distribution of these ratios can be plotted using the uploaded cartography. The user selects Region as the area variable in the “Area” box, Year as the time variable in the “Time” box, Pop as the population variable in the “Population” box, and Cases as the observed cases variable in the “Counts” box. To compute the number of expected cases using the indirect standardization method, Age group has to be chosen as auxiliary variable. Then, the "Compute aggregated data" button should be pressed before moving to the next tab (see Figure A2).

Finally, descriptive graphs of the spatial distribution (for the whole period) and the temporal evolution (for the whole Spain) of the SMRs for breast cancer data are generated in the Graphical Outputs tab by selecting the Standardized mortality/incidence ratios variable (see Figure A3).

The spatial and temporal prior distributions, as well as the corresponding space-time interaction must be selected in the Model Specification tab. In addition, the spatial neighborhood structure of the regions must be defined using one of the following options: (i) use the previously uploaded cartography to automatically compute the spatial neighborhood matrix, (ii) upload the spatial neighborhood matrix file SpainPROV_nbMatrix.txt, or (iii) upload the spatial adjacency matrix file SpainPROV_adjacencyMatrix.txt. Once the spatial neighborhood has been defined, the user presses the "Show neighborhood graph" button.
to check whether the uploaded neighborhood structure and the spatial regions (Spanish provinces) are consistent. A plot and a summary of the spatial neighborhood structure are shown on the screen, where no disconnected areas are observed (see Figure A4). Finally, the default option \texttt{simplified.laplace} approximation strategy has been considered to compute the posterior marginal distribution of the random effects.

Some advanced options are also available in SSTCDapp: (i) by default, posterior distributions of the spatial, temporal, and spatio-temporal patterns are computed; (ii) a battery of models with all types of interactions can be fitted simultaneously, in order to select the model with the most appropriate interaction effect according to some model selection criteria; (iii) the model scaling option is available for intrinsic GMRFs, using PC-priors for the precision parameters (\texttt{iCAR} and \texttt{RW1/RW2} models) and the spatial smoothing parameter (\texttt{BYM2} model); and (iv) the R code to fit the models in INLA can be downloaded to be run locally in the user’s computer if needed (e.g., to change the hyperprior distributions or other arguments of the \texttt{inla()} function).

If the user does not have good computational facilities, he could press the \texttt{"Run INLA"} button to submit the model into the remote server. Once the calculations are finished the user will receive a notification by email. The fitted model can be imported into the application using the \texttt{"Retrieve selected model(s)"} tab. A summary of the fitted model given by the SSTCDapp is shown in Figure A5. Since posterior patterns have been computed, it is possible to decompose the percentage of variability of the overall risk explained by the estimated spatial (56%), temporal (37%), and spatio-temporal (7%) patterns. If multiple models are selected to be retrieved, a table with different model selection criteria and computational time (in seconds) is printed. In Table A1 the results obtained when fitting all types of space-time interactions are shown, where all the model selection criteria suggest a Type IV (completely structured) space-time interaction as the best model. Consequently, we show results of the selected model next.

Maps of the posterior mean of province-specific relative risks $\zeta_i = \exp(\xi_i)$
compared with the whole Spain, and posterior probabilities, $P(\zeta_i > 1|O)$, are represented at the top of Figure 2. In addition, the global temporal risk pattern $\exp(\gamma_t^*)$ and 95% two-sided credible interval is visualized at the bottom of Figure 2. In Figure 3 maps with the estimated spatio-temporal evolution of breast cancer mortality relative risks and posterior exceedence probabilities $P(r_{it} > 1|O)$ are shown. Finally, plots of area-specific relative risk evolutions for six selected provinces and the corresponding 95% two-sided credible intervals are represented in Figure 4. The colors used in the bands are associated to the posterior exceedence probabilities of relative risks being greater than one. For example the dark blue color means that the risk of the province in those years
Figure 3: Posterior means of relative risks $r_{it}$ (top) and posterior exceedence probabilities, $P(r_{it} > 1|O)$, (bottom) for female breast cancer mortality in Spanish provinces.

is greater than the risk of the whole of Spain with a high probability.
4. Discussion and future work

In this paper we describe the interactive web application SSTCDapp for the analysis of relative risk/rates in spatial and spatio-temporal disease mapping. It provides several graphical tools for the descriptive analysis of the data, as well as the possibility to fit conditional autoregressive (CAR) models with different prior distributions for the spatial, temporal, and space-time interaction random effects. The online version of the application is addressed at [https://emi-sstcdapp.unavarra.es/](https://emi-sstcdapp.unavarra.es/) and it only requires registration to be used. In addition, a desktop version is also available to run SSTCDapp locally if needed, which avoids uploading the data to the online application fully guaranteeing data confidentiality. It can be downloaded from the left bar menu of the application, and contains the source code and software requirement for its local installation. Unlike the web application, all the computations are made in the
user’s computer, including model fitting using the R-INLA package, which could require a high RAM/CPU memory usage. In addition, the user can not close the application until the computations are finished. In consequence, the option to fit a battery of models with different types of spatio-temporal interactions is disabled.

A detailed user guide and a set of tutorials are also provided with the application. These tutorials show some examples to estimate spatial and spatio-temporal relative risks/rates with a small number of regions in short computational times. The larger the number of spatial and/or temporal units of the data, the higher the computational cost to fit conditional autoregressive (CAR) models with INLA. This is mainly due to two reasons: (1) the dimension of the precision matrices of the spatial, temporal, and space-time interaction random effects (and therefore the estimation of their posterior distributions), and (2) the number of sum-to-zero constraints imposed to ensure model identifiability, which depends on the number of areas and time points. In these cases, large computational time and high memory usage will be consumed by INLA. Currently, the models are fitted in a remote server with 32 cores and 96GB of RAM, which is powerful enough to fit fairly large data sets in a reasonable time. Note also that INLA models submitted by different users of the application are managed through a queue system in the remote server to avoid memory overflow problems.

Future development of the application will be the integration of sf (simple feature) objects [47] as cartography files to generate maps, to include interactive data visualization maps using the R package “tmap” [48], and to implement other spatio-temporal proposals such as B-spline models accounting for both spatial and temporal correlation [46], models including age-specific patterns [49], or models to estimate disease risks in the presence of local discontinuities and clusters [50].
5. Conclusions

The SSTCDapp was mainly developed to estimate relative risks or rates using spatial and spatio-temporal disease mapping models. It also provides separate spatial, temporal, and spatio-temporal patterns together with the corresponding exceedence probabilities and/or credibility intervals. Apart from disease mapping problems, it can be used to analyze a wide range of areal count data like gender-based violence, criminology or veterinary data. The key advantage of this application in comparison with other software commonly used in disease mapping is that it provides an user-friendly interface that facilitates the fit of fairly complex models without the need of installing any software in the user’s computer. Despite the appeal and easy use of the application, it relies on complex and well founded statistical methodology, and key issues such as model identifiability, model selection, and priors and hyperpriors choices are properly addressed.
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Appendix

The appendix describes the main functionalities of SSTCDapp.

Data Input

The input data should be provided in a single file. Data files in both txt and csv plain text formats are supported, with cases corresponding to rows and variables to columns in the file. An Rdata file containing a single dataframe can be also uploaded. The file must contain at least the names or IDs of each area and time period (the latter only if spatio-temporal data are analyzed), the observed number of cases, and either the population at risk or the number of expected cases.

The cartography of the region under study associated to the input data needs to be included to generate maps with the spatial or spatio-temporal distribution of the disease. Several cartography file formats are supported, such as Rdata or rds extensions containing an spatial data object of both SpatialPolygon or SpatialPolygonDataFrame classes provided by the “sp” package [16]. Commonly used shapefile formats are also supported. In this case, all the related files (at least those with shp, shx and dbf filename extensions) must be uploaded. The areas (polygons) in the cartography file must match those of the input data file.

In Figure A1 a screenshot of the Data file and Map file input tabs are included when analyzing female breast cancer mortality risks in Spanish provinces.

Descriptive Analyses

First, the target variables are selected and the aggregated data is computed, with rows corresponding to areas in the case of spatial count data, or unique combinations of areas and time points if spatio-temporal data are analyzed. If needed, standardized mortality/incidence ratios or standardized rates are also calculated. Finally, several graphs are generated for the descriptive analyses of the risks/rates.
Figure A1: Data file (top) and Map file (bottom) input tabs in SSTCDapp when analyzing female breast cancer mortality data in Spanish provinces.

The following variables must be selected from the input data file: the variables with the names or IDs of the areas and time points (leave the latter blank for purely spatial analysis), the observed number of cases, and the population at risk. Additionally, the offset variable of the Poisson log-linear model must be specified. If the interest lies in analyzing relative risks, the offset corresponds to
the number of expected cases. This variable can be selected from the input data file, or can be computed using the indirect standardization method by selecting the auxiliary variables (which usually correspond to age-groups). If the interest lies in analyzing rates, the offset of the model corresponds to the population at risk. The application includes the option to compute standardized rates using the direct standardization method. By default, the age distribution of the 2013 European Standard Population is used to compute these rates. However, an external standard population file can be also uploaded. When all these variables are selected, the "Compute aggregated data" button should be pressed before moving to the next tab. In Figure A2 a screenshot of the Variable Selection tab is included when analyzing female breast cancer mortality risks in Spanish provinces.

Then, the application allows to generate descriptive graphics of the spatial distribution (a map with the geographical distribution for the whole study period), temporal evolution (a line chart with the temporal evolution for the whole area), and spatio-temporal distribution (maps with the geographical distribution for each time point). The following variables of interest can be selected:
Figure A3: Spatial distribution (for the whole period) and temporal evolution (for the whole Spain) of breast cancer standardized mortality ratio (SMR). These plots are generated from the Graphical Outputs tab in SSTCDapp.

The standardized rates, standardized rates, or standardized mortality/incidence ratios. In Figure A3, the spatial distribution (for the whole period) and temporal evolution (for the whole Spain) of female breast cancer standardized mortality ratio are represented.

Model Specification

Different spatial and spatio-temporal models commonly used in disease mapping are available.

- Spatial prior distribution: iCAR, BYM, Leroux or BYM2 prior distributions can be selected for the spatial random effect (see Section 2.2). If a cartography file has been uploaded, the spatial neighborhood matrix can be automatically computed from the map. Alternatively, a file containing the neighborhood structure can be uploaded. An option to check whether the neighborhood structure and the spatial regions are consistent has been included, which automatically shows a warning message if the spatial neighborhood structure is not a connected graph.

- Temporal prior distribution: RW1 or RW2 prior distributions can be selected for
the temporally structured random effect (see Section 2.3). An unstructured
temporal random effect can be also included in the model.

- Spatio-temporal prior distribution: None (additive model), TypeI, TypeII,
  TypeIII or TypeIV prior distributions can be selected for the space-time in-
teraction random effect. See [Table 1] for details about the correlation struc-
ture of the different interaction types.

Three approximation strategies are available in R-INLA to compute the marginal
distributions for the latent effects of the model: gaussian, simplified.laplace
or laplace. The Gaussian approximation is the fastest option and often gives
reasonable results, but it may be inaccurate. The “full” Laplace approxima-
tion is very accurate, but it can be computationally expensive. The simplified
Laplace approximation (default option in SSTCDapp) offers a tradeoff between
accuracy and computing time. In addition, different numerical integration meth-
ods are also available in R-INLA to approximate the posterior distribution of
model hyperparameters: the central composite design (ccd), the grid explo-
ration (grid), the empirical Bayes (eb), or the auto strategies. The latter is
the default option in INLA, and automatically chooses the integration strategy
depending on the number of hyperparameters. See Rue et al. [6] for details
about the approximation strategies and integration strategies in R-INLA.

The "Run INLA" button should be pressed to submit the selected model into
a remote server, and the user can monitor the status of the model fitting at any
time through the application. Each model has a unique identifier, necessary to
manage the model retrieve and/or delete options. A name for the model can
be also specified by the user. The users will receive an email once the model
calculations are done, so they do not have to wait with the application open until
the model has finished. In Figure A4, a screenshot of the Model Specification
tab is included when analyzing female breast cancer mortality risks in Spanish
provinces.

The models fitted on the remote server can be retrieved into the application
through the "Import model(s)" button. If a single model is selected, a
A summary is printed on the screen with information related to the INLA version, model name, computation time, posterior distributions of fixed effects and model hyperparameters, and deviance information criteria among others. In Figure A5, the summary output given by SSTCDapp when fitting a model with LCAR prior distribution for space, a RW1 prior distribution for time and TypeIV space-time interaction is shown.

If multiple models are selected, a table is printed with the prior distributions selected for the spatial, temporal, and interaction random effects, the INLA approximation used and the integration strategy, as well as different model comparison measures. The models can be deleted from the remote server manually. Otherwise, they will be automatically removed 7 days after their execution has finished. We recommend to save the imported models as Rdata files. In Table A1, the results obtained when fitting all types of space-time interactions are shown.
Results

Finally, summary measures and several graphs/tables are provided for the posterior distributions of model hyperparameters, relative mortality/incidence
Table A1: Model comparison results given by SSTCDapp when fitting a model with LCAR prior distribution for space, a RW1 prior distribution for time and all types of space-time interaction using the `simplified.laplace` approximation (when analyzing female breast cancer mortality data in Spanish provinces).

<table>
<thead>
<tr>
<th>Interaction</th>
<th>deviance</th>
<th>p.eff</th>
<th>DIC</th>
<th>DICc</th>
<th>WAIC</th>
<th>LS</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Additive</td>
<td>7290.68</td>
<td>58.10</td>
<td>7348.78</td>
<td>7352.95</td>
<td>7368.69</td>
<td>3684.87</td>
<td>2 sec.</td>
</tr>
<tr>
<td>Type I</td>
<td>7298.82</td>
<td>195.93</td>
<td>7294.75</td>
<td>7388.09</td>
<td>7296.37</td>
<td>3665.61</td>
<td>6 sec.</td>
</tr>
<tr>
<td>Type II</td>
<td>7275.84</td>
<td>144.66</td>
<td>7220.50</td>
<td>7255.24</td>
<td>7222.68</td>
<td>3616.50</td>
<td>44 sec.</td>
</tr>
<tr>
<td>Type III</td>
<td>7295.16</td>
<td>167.31</td>
<td>7262.47</td>
<td>7337.15</td>
<td>7262.54</td>
<td>3644.39</td>
<td>15 sec.</td>
</tr>
<tr>
<td>Type IV</td>
<td>7282.30</td>
<td>123.78</td>
<td>7206.08</td>
<td>7233.22</td>
<td>7207.85</td>
<td>3607.88</td>
<td>62 sec.</td>
</tr>
</tbody>
</table>

risks (or rates), and spatial, temporal, and spatio-temporal patterns (see Section 2.3). These results are computed for the currently imported model or any previously saved model.

- **Model description:** The main characteristics of the imported/loaded model are shown on the screen, such as the model ID and name, the prior distributions for the space, time and interaction random effects, and the INLA approximation and integration strategies.

- **Hyperparameter distribution:** Posterior marginal distributions of model hyperparameters are displayed in both precision or variance scale. Specifically, a table of summary statistics and plots of the posterior marginal distributions are generated.

- **Posterior relative risks (or rates):** Maps of posterior means and posterior exceedence probabilities of being greater than a specified threshold value are plotted. A table with summary statistics of posterior estimates can be also exported. If spatio-temporal relative risks have been computed, graphs with area-specific temporal evolutions are also generated (posterior mean estimates and 95% two-sided credible intervals).