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Figure 1: TipTrap leverages sound reflections on the fingertip for co-located direct manipulation of levitated content. a) A
conventional levitation trap in open space holding a particle. b) A focal point in open space cannot levitate a particle. c) A focal
point reflected off the user’s skin creates an opportunistic trap (OT), which can hold particles under the fingertip. d) TipTrap
creates OTs under the users’ tips to enable co-located direct manipulation of levitated content.

ABSTRACT
Acoustic levitation has emerged as a promising approach for mid-
air displays, by using multiple levitated particles as 3D voxels, cloth
and thread props, or high-speed tracer particles, under the promise
of creating 3D displays that users can see, hear and feel with their
bare eyes, ears and hands. However, interaction with this mid-air
content always occurred at a distance, since external objects in the
display volume (e.g. user’s hands) can disturb the acoustic fields and
make the particles fall. This paper proposes TipTrap, a co-located
direct manipulation technique for acoustically levitated particles.
TipTrap leverages the reflection of ultrasound on the users’ skin and
employs a closed-loop system to create functional acoustic traps 2.1
mm below the fingertips, and addresses its 3 basic stages: selection,
manipulation and deselection. We use Finite-Differences Time Do-
main (FDTD) simulations to explain the principles enabling TipTrap,
and explore how finger reflections and user strategies influence
the quality of the traps (e.g. approaching direction, orientation and
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tracking errors), and use these results to design our technique. We
then implement the technique, characterizing its performance with
a robotic hand setup and finish with an exploration of the ability
of TipTrap to manipulate different types of levitated content.
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1 INTRODUCTION
Acoustic levitation is emerging as an approach to create interactive
mid-air displays, with quick advances in the last few years. Graphics
created by the levitating particles provide the users with all the
depth clues of true-3D graphics, since the particles act as voxels
that physically exist in space. Such content can be observed by

© 2023 Association for Computing Machinery. This is the author's version of the work. It is posted here for your personal use. Not for 
redistribution. The definitive Version of Record was published in UIST '22: Proceedings of the 35th Annual ACM Symposium on User 
Interface Software and Technology. October 2022. Article No. 60. Pages 1–11 https://doi.org/10.1145/3526113.3545675

https://orcid.org/1234-5678-9012
https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn


Conference’17, July 2017, Washington, DC, USA Jankauskis et al.

multiple viewers, from different points of view and without any
barriers between the users and the levitated content [18].

The graphics rendered by acoustic levitation can take several
forms: content made of various independent levitated particles,
acting as sparse 3D voxels [28, 34]; particles attached to fabric
props or threads [11, 31]; or high-speed tracer particles that produce
persistence-of-vision (POV) shapes [14]. These techniques operate
in real time and can be combined with tactile and auditory feedback,
advancing towards a display that users can see, hear and feel with
their bare eyes, ears and hands [18, 40].

This has attracted the interest of the HCI community, which
has started to explore applications [31, 34, 35, 37] and interaction
techniques, such as Point-and-Shake [13] for particle selection or
LeviCursor [3] for manipulation. However, such interaction tech-
niques only allow interaction at a distance. That is, while the users
will be able to see the 3D levitated content in front of them without
any barriers, they will not be able to reach in and directly interact
with the content (i.e. input and output spaces do not overlap [19]).
To date, only ray-based selection and manipulation at a distance
had been used, as hands that are close to the content can disrupt
the acoustic field, causing levitated content to fall as ultrasound
reflects off the users’ hands.

Rather than avoiding ultrasound reflections off the users’ hands,
our TipTrap technique exploits them, as summarized in Figure 1.
Figure 1.A shows how the acoustic pressure distributes around
a conventional levitation trap created by a top-bottom levitation
setup in the absence of external objects. Figure 1.B shows a focal
point generated just from the bottom array, as typically used in
haptics, but unable to levitate particles. However, we note that
when this focal point is reflected off the users’ skin (see Figure 1.C),
the pressure distribution appearing ∼ 2.1 mm below the fingertip is
very similar to that of a conventional levitation trap (see similarities
with Figure 1.A). By tracking the users’ fingertips in a closed loop
and focusing the position of the traps under them, TipTrap allows
selection and manipulation of particles in near-contact proximity to
the fingertips (∼ 2.1 mm), enabling co-located, direct manipulation
[19] of different types of levitated content (e.g., Figure 1.D).

As a core contribution, we present the concept of Opportunistic
Traps (OTs) which are acoustic traps intentionally created near a re-
flective and locally flat object, and exploit OTs to create TipTrap, the
first co-located direct manipulation technique for levitated content.

2 RELATEDWORK
We first review related literature in the field of 3D displays, focusing
on how no existing approach allows uninstrumented users to see
the 3D content and interact with it in a direct co-located fashion.
We then analyze interaction techniques for levitation displays, high-
lighting how no existing technique allows such co-located direct
interactions.

2.1 Mid-air 3D displays
There are several categories of 3D displays which allow uninstru-
mented users to directly see the 3D content from any point around
the display. While seeing content is possible, no approach allows
bare-handed, direct, co-located interaction with such 3D content.
Holographic and lenslet displays [49] rely on a two-dimensional

(2D) display modulator, requiring direct line of sight from the ob-
server’s eyes to the content and the display surface, which limits
their viewing angles. Besides, real objects such as fingers occluding
the modulator will always appear in front of the content, causing
incorrect occlusions and eye fatigue [47].

Light converging optical elements such as optical combiners,
concave mirrors and Fresnel lenses can create mid-air images be-
hind the optical element [16, 17, 22, 24, 41], avoiding occlusion
and eye fatigue [24]. However, the optical combiners between the
user and the content hinder reachability and co-located interaction.
Particulate displays use particles floating in air, such as water drops
[5, 9], fog [25, 42, 44, 51] or dust [39], allowing reachability, but they
are limited to 2D projections from a limited number of viewpoints.

Swept volume displays create 3D geometries by quickly mov-
ing a flat surface that emits [46] or reflects [20] light from points
within the 3D space. Solid state approaches [10, 21, 50] stack display
panels such as LCDs to render 3D content. In these approaches,
3D depth and parallax can be provided and content is viewable
around the display [7]. However, content is not directly reachable
and interaction is limited to non-collocated interactions [4].

Free Space Displays generate 3D geometries without any physi-
cal barriers between the user and the content, the content is visible
from any point around the display. These displays use laser in-
duced plasma voxels [45] or particles levitated via electrophoresis
[6], magnetophoresis [23], optophoresis [48] or acoustophoresis
[18, 28]. Among these, ZeroN stands as the only alternative al-
lowing co-located, direct manipulation of the 3D content, but it
is limited to a single element of fixed geometry and material (i.e.
a metal sphere). In all the other cases, objects inserted inside the
display to manipulate the content will either get damaged by the
plasma or interrupt the levitation mechanism.

2.2 Interactions with levitated particles
We focus our exploration in acoustic setups using two opposing
Phased Arrays of Transducers (top-bottom PATs), as this is the
most common setup used for display purposes. We highlight the
different levitated content that can be created, as well as existing
limitations to interactions with such content.

PAT setups first enabled limited control of single particles [35],
particles attached to threads [36], or sets of particles moved as a
group [34]. Full 3D control of particles was enabled by the holo-
graphic method [29], enabling free 3D control of single particles in
any levitator arrangement. This was later extended to allow inde-
pendent control of up to 27 particles [28] enabling the creation of
simple 3D shapes with the particles acting as sparse voxels. These
3D shapes can be combined with external cloth props, either as
fixed parts of the background [12], or attached to the levitating par-
ticles to create mid-air projection screens [31]. Fast computation of
levitation traps allowed the creation of continuous (as opposed to
sparse) levitated 3D content by using either a single [14, 18, 38] or
multiple [40] high-speed tracer particles.

Point and Shake [13] provides a selection technique for levi-
tated particles based in a ray-casting technique, shaking particles
for disambiguation. LeviCursor [3] explores the use of a levitated
particle as a 3D cursor, also using a remote ray casting technique.
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These distant interactions techniques have been adopted by related
applications, such as LeviLoop [32] or the shooting game in [37].

Few exceptions exist allowing closer interactions. GauntLev [26]
allowed levitation between the user fingers by attaching wearable
PATs to each finger but the particles always stayed between the
fingers with limited display capabilities. Hirayama et al. [18] demon-
strated tactile feedback in the users’ hands with simultaneous 3D
content, but the hands needed to remain at least 20 mm away from
the content and never on top or below them, and interaction op-
portunities were not explored. The racket and ball game in [37]
overcame this by using a tool to almost touch the levitated parti-
cle, made of a very thin wire that produced negligible ultrasound
reflections.

Finally, only a few approaches have allowed external objects
inside the levitator. SoundBender [33] used self-bending beams
to minimize ultrasound reflections to enable levitation or haptics
above static passive props placed on top of the emitter array. Single
sided arrays and flat reflectors have been used to create levitation
traps above the reflector (i.e. hovering) [2], but only for static and
flat reflectors. None of these approaches leverage reflections on
dynamic objects or body parts for direct, co-located interaction.

3 CHARACTERIZING OPPORTUNISTIC
TRAPS

TipTrap relies on the exploitation of Opportunistic Traps (OTs) cre-
ated under the fingertips. We define OTs as acoustic traps that are
intentionally created by a system in the proximity of acoustically
reflective and locally flat object (e.g., the fingertip), by reflecting
focused ultrasound off such surface (see Figure 1.B and C).

This section focuses on the use of a fingertip to create OTs. More
specifically, we provide a characterisation of the properties of an
OT created by an average-size finger modelled as a capsule-cylinder
of 15mm diameter and a top-bottom PAT setup, which is the most
common arrangement used for acoustic levitation displays.

For this top-bottom setup, OTs can be created from reflecting
ultrasound off the users’ finger, either by using a focal point or
a levitation trap. In the latter case, the ultrasound coming from
the top array is occluded by the finger so both approaches (trap
or focal point) behave in a very similar way, resulting in an OT
located _/4 =∼ 2.1mm below the fingertip. Please note that the OT
will always appear at that position (∼ 2.1 mm below the fingertip),
even if ultrasound is targeted slightly above/below the skin and
independently of the type of field (i.e., focal point or levitation trap).

We recommend the use of levitation traps, instead of focal points.
This is useful for when the fingertip is not placed at the right
location due to tracking errors or delays. In this case, the focal
point approach would not create a trap at all and the particle would
be ejected or fall. In contrast, if a levitation trap is used, content
can be levitated in the absence of the finger, and trapped under the
fingertip with an OT when the correct interaction is detected.

Given the high acoustic impedance of human skin or nails com-
pared to air, OTs can be created either below or above the finger
(i.e. above the nail) with very similar behaviour. This can provide
mechanisms to avoid the finger from occluding the particle by levi-
tating the particle above the nail, when the hand is below eye level,
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Figure 2: Analysis of forces around an Opportunistic Trap
created at the user’s fingertip, along: X (left), Y (centre), and Z
(right). The top row shows the pressure distribution around
the trap; and the bottom row shows forces (green) along the
axes compared to a traditional levitation trap, with no other
objects present (grey).

but we constraint our analysis to OTs bellow the tip for simplicity
in this paper.

To characterize the behaviour of OTs, we use a numerical sim-
ulation using Finite-difference time-domain (FDTD) to assess the
viability of OTs for stable levitation. More specifically, we compare
the trapping forces created by an OT under the finger with those
created by a conventional levitation trap, showing very similar
trapping characteristics (Figure 2).

3.1 Numerical simulation method
We used Finite-difference time-domain method (FDTD) to simulate
the acoustic field, forces and trapping stiffness of the OTs, taking
into account the reflections caused by the users’ finger. We cannot
use the typical piston model employed to calculate the acoustic field
[27] since it operates under the assumption of an empty volume
and cannot simulate ultrasound reflections off any objects inside it.

In FDTD, the simulation space (domain), is divided into cells that
contain the value for the pressure and velocities. In each iteration,
the new domain state is calculated from the previous one, with each
cell being updated using the values of its surrounding cells.

We use an implementation adapted from [1], applying the meth-
ods on sections 3.1 and 3.2. Our working frequency is 40 kHz, the
simulation space is 16 cm along each dimension, which we divide
in 1024 cells for a cell size of 0.0194 wavelengths (the minimum
recommended is 0.1). The timestep was 0.17 `s and the damping
on the system was set to 0.999𝑃𝑎−1.

We allowed a ramp-up period for the waves to propagate and
reflect 8 times from side to side of the domain, so that its state
became stable. We then computed peak amplitudes and phases at
each cell, by taking into account 2 periods of the wave to convert
the time domain amplitude results into frequency domain results
(i.e., amplitude and phase). Thus, instead of looking at the ampli-
tude value at each timestep, we use the 40KHz component of our
frequency results to determine the amplitude and phase at each cell
in space (i.e. the complex field).
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Figure 3: TipTrap has three main stages: During Selection, the user performs a command (a). When the fingertip is closer than
20 mm from the particle, the system adjust the height to transition into the OT (b) while the user brings the fingertip close to
the particle (c); During Manipulation, a closed-loop system allows the OT to be refocused under the current location of the
fingertip (d); Deselection is triggered by another command (e) and the particle remains at its position as it is released (f).

Having the amplitude and phase is not enough for determining
the forces acting on the particles. We used them to compute the
Gork’ov potential [15] which represents the potential acting on the
particles that are inside the acoustic field. The negative gradient of
this potential provides the forces exerted on a particle. We also use
the Laplacian of the potential (i.e., the second derivative) to report
the stiffness of the trap. The stiffness represents how converging
are the forces around a point and they can be used to measure the
quality of the acoustic traps [29].

3.2 Viability of Opportunistic Traps
In order to assess the viability of OTs, we analysed how forces
distribute along each of the axes for an OT, placed 2.1 mm below
the user’s fingertip. For the remaining of the paper, we will use the
position where the OT is created as a reference (i.e., zero distance
in our plots), with the OT being placed at 15 mm from the tip and
2.1 mm below it (see Figure 2.A). The location of the OT will also
be visually denoted as a green circle in all our plots.

The pressure distribution (i.e. amplitude field) around the OT is
shown in the top row of Figure 2, showing great similarity to those
generated by a conventional levitation trap (i.e. see Figure 1.A).

The second row of Figure 2 shows the trapping forces experi-
enced by a particle as it gets displaced along each axis of the OT.
Such forces are compared against the equivalent trapping forces
produced around a conventional levitation trap placed at the same
location, but in the absence of a finger (i.e., grey line in Figure 2).

These force distributions show strong converging forces around
the OT along all 3 axis. For example, if a trapped particle moves to
the right (positive X), it will experience a negative force along the X
axis, pushing it back to the centre of the trap. As such, the presence
of these restorative forces along all axes illustrate the feasibility of
OTs to operate as functional levitation traps.

The peak forces of the OT in our top-bottom setup are approx-
imately 4.9 `N along the X-axis, 24`N along Y, and 5`N along Z.
These ratios are coherent with those produced by a typical levita-
tion trap [29], where the traversal trapping force (Y in our case)
is approximately 8 times larger than the lateral forces (X and Z
in our case). This indicates that OTs behave very similarly to a
conventional levitation trap, once a particle is placed inside it.

4 TIPTRAP: TECHNIQUE OVERVIEW
The previous section showed the capability of OTs to act as viable
levitation traps, that is, to keep particles trapped in an OT with
converging forces along all axes.

Given the variations in the definition of a Direct manipulation
technique, we define TipTrap as a direct, co-located technique, with
levitated content following the motion of the users’ hands and
overlap of the input and output spaces. TipTrap also address the 3
steps in manipulation [8]: selection, manipulation and deselection.

We used FDTD simulations to identify feasible approaches to
implement each step (i.e., selection, manipulation and deselection),
as well as to derive key parameters influencing their performance.
This analytical exploration led to the design of the TipTrap tech-
nique, which we summarize below and in Figure 3. The justification
for this design is based in our FDTD simulations and will be detailed
in the following subsections.

• Selection: The first stage of TipTrap is the Selection stage,
summarized in Figures 3.A, B and C.We assume a generic ‘se-
lect’ command is used to trigger the technique (e.g., flexing
the thumb, as in Figure 3.A). Once the fingertip enters within
the 20 mm range where it can affect the particle trap [18],
the particle is automatically adjusted to allow an optimum
transition to an OT below the fingertip (Figure 3.B). More
specifically, the particle aligns to the finger lateral displace-
ments (Z) and retains a height < 2.1 mm below the fingertip
(Y). This stage finishes when the user slides in the finger,
placing the particle at the target location (OT ) under the
fingertip (see Figure 3.C).

• Manipulation: This second stage supports free movement
(i.e., Manipulation) of the particle (Figure 3.D). Once the
particle has been moved into the OT, the position of the
acoustic trap is locked on to the fingertip. This maintains
the OT under the fingertip; thereby, while the user moves
their fingertip around the interaction volume, the particle
moves along with it.

• Release The Release stage is the final stage of the technique.
Similarly to the Selection stage, this stage begins when the
system recognises an arbitrary gesture (Figure 3.E) such as
unbending the thumb. The acoustic trap then stops following
the finger and the user can remove their hand from the
levitation space (Figure 3.F).
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Figure 4: Trapping stiffness at a fixed point (green circle) as
the finger slides in and out along different axis. a,b,c) ampli-
tude fields and translation direction. Stiffness along: x-axis
(d), y-axis (e), z-axis (f).

The following subsections describe the numerical FDTD simula-
tions that informed the design of these 3 stages.

4.1 Analysis of Selection/Deselection
Section 3.2 demonstrated that OTs can trap particles, but TipTrap
must also allow users to select (capture) and deselect (release) them.
The challenge here is to identify strategies dealing with the transi-
tion from a particle levitating in a conventional trap, until it moves
under the fingertip into the OT. More specifically, we look at how
the trapping stiffness gets affected by different approaching di-
rections of the user’s finger and characterise their resilience to
misalignment.

In order to identify optimum approaching directions of the fin-
gertip towards a particle, we simulated a user’s finger approaching
a fixed levitated particle (inside a trap) from each direction (Fig-
ure 4). We looked at the trapping stiffness at that fixed particle as
the finger slides in. This simulation can be used to characterise
selection (i.e. finger sliding in, plots are read from right to left) or
deselection (i.e. finger sliding out, plots are read from left to right).
In general, the higher the stiffness, the more strongly a particle will
be trapped. Positive values of stiffness indicate that the particle can
remain trapped. Negative values, imply that particles cannot be
trapped despite the power of the system and will be ejected.

The simulations shows that the particle can remained trapped as
the finger slides in (select) or slides out (deselect) from the sides (X
or Z). There is a decrease of the stiffness as the finger is entering or
getting out (i.e., pink start when the finger is at ∼ 9 mm from the
particle, in Figure 2.D and F), caused by a disturbance on the field
but the traps remain functional and the stiffness soon increases and
stabilizes as the fingertip passes this point (i.e., other stars).

Stiffness is always positive for selection/deselection from the
sides (e.g. along axis X or Z) but not along the Y axis (Figure 2.E). In
this case, the stiffness oscillates quickly with negative values every
4.2 mm (_/2). Meaning that there are positions where trapping is
not possible and the particle will be ejected if the finger approaches
the particle from above or below.

Figure 5: Trapping stiffness below the fingertip as the finger
translates along: the x-axis (a), y-axis (b), and z-axis (c). The
vertical dashed black line shows the optimum trapping finger
position.

This analysis of the trapping stiffness shows that while select-
ing/deselecting a trapped particle is possible by approaching it from
the sides (X or Z directions), it would not be possible to do it from
the top (Y direction), as the acoustic reflections would cause the
particle to be ejected (or to transition to secondary traps) when the
negative values of the stiffness are observed in Figure 4.E. Thus, only
horizontal approaching directions should be used for the selection
and deselection stages in TipTrap.

4.2 Analysis of Manipulation
The previous subsection used simulations to identify the best way
to select/deselect the particle, focusing on the transition from a
levitation trap into an OT underneath the fingertip.

In this subsection, we focus on the effects that positional inaccu-
racies would have on the stiffness of the trap. These can be caused
due to tracking errors or delays, but either case will result in a
mismatch between the optimum location where the OT should be
created (2.1 mm below the centre of the fingertip), and the location
where the trap is actually being created. We hence look at these in-
accuracies in terms of trap-to-OT distance mismatch, independently
of its underlying cause.

4.2.1 Positional requirements. In order to analyse trapping quality
during manipulation and in the presence of mismatches, we assume
a particle already trapped below the user’s fingertip. The user’s fin-
gertip is tracked continuously and a trap created under it, but with
increasing positional errors (i.e., trap-to-OT distance mismatches).

Figure 5 simulates this situation, plotting the trapping stiffness at
2.1 mm below the fingertip as mismatch increases. Our results show
that there is an operational range for each of the 3 axes, showing a
positive stiffness below the finger tip even when the system is not
exactly focusing at the optimum point. These results can be used
to determine the positional error that TipTrap can tolerate.

For instance, trapping stiffness reduces to 50% for errors (mis-
matches) of 7 mm, 18mm and 7mm in X, Y and Z directions respec-
tively. Taking the most conservative distances for each axis, this
indicates that the tracking system should provide relatively high
tracking accuracy along the horizontal direction, but this tolerance
is more forgiving along the vertical direction.

4.2.2 Orientation Requirements. The previous simulations used
a finger remaining perfectly horizontal, but this is not likely to
happen during interaction. In fact, during preliminary tests we
noticed that the angle of the finger changes naturally as the hand is
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Figure 6: Trapping stiffness as the finger rotates from 0 to
90 degrees. a) Amplitude field at 30 degrees, b) Amplitude
field at 70 degrees, c) Trapping stiffness at a fixed point as
the finger rotates.

moved inside the levitator. Here, we consider that the orientation
of the user’s fingertip can vary during interaction and evaluate the
effects on the trapping stiffness of such orientation change.

As the finger is almost cylindrical, rotations along its main axis
(X) will not affect trapping significantly. Similarly, the employed
levitation setup and traps are symmetric along the Y axis, and these
rotations will not affect trapping either. As a result, we focus our
analysis on the rotations around the Z axis (see Figures 6.A and
B), as these cause dramatic changes in the acoustic field within the
levitation space, either due to changes in reflection/scattering or
as the top array stops being blocked by the finger and it starts to
contribute again to the trap.

Figure 6.C shows the evolution of stiffness as the angle of the
finger changes. From 0 to 10 degrees the stiffness indicates that the
trap is functional but if the finger angle gets larger, the stiffness
decreases and the particle will fall or get pushed to another position
outside of the trap. At 20 degrees the trap becomes functional again,
and beyond that point the trap improves since the finger is not
blocking the field in a significant way. This indicates that, once the
user has selected the particle, finger orientations can change ±10 de-
grees while retaining functional traps, allowing for some tolerance
to involuntary rotations of the finger during manipulation.

Figure 7: Overview of the components in our setup. We used
two opposed phased arrays (PATs) separated by 24 cm, an
OptiTrack Duo system to track the position of the fingertip
in real-time, and a silicone hand attached to a motorized
stage for emulating the user’s interactions.

Figure 8: Characterising the Selection stage: a) Motorised
setup with a linear stage and a silicone hand. b-d) height
offsets (7, 4 and 0mm), and transition of particles to the OT
(only the hand moved during the tests). e) Results from se-
lection tests performed at different heights.

5 IMPLEMENTATION AND TECHNICAL
CHARACTERIZATION

We implemented the TipTrap technique using the experimental
setup in Figure 7. Our levitator uses two opposed arrays of 16×16
transducers as used in most display-based levitation systems [14, 28,
30], modified to operate at 20Vpp and higher update rates of 10kHz.
The device generates multiple standing-wave traps at controlled
positions using the method described in [40].

We used an OptiTrack Duo system and 2mm retro-reflective
markers attached to the front of the fingertip. Traps are generated
15 mm behind and 8 mm below the position of the marker matching
a distance of ∼ 2 mm below the fingertip skin, thus creating a trap
at the optimum position in relation to the finger. The use of a single
marker did not allow us to retrieve orientation and the hands had
to remain horizontal and perpendicular to the display during the
tests. This is however a limitation of the tracking system used for
our demonstration and not an implicit limitation of TipTrap.

Given the difficulties to conduct in-person tests with real users,
we used a mechanical setup to mimic user interaction. More specif-
ically, we used a commercially available silicone manicure practice
hand attached to a NEMA17 belt-driven linear actuator with a 1.6A
stepper motor (see 7). This setup was used to conduct controlled
tests for characterising the performance of each step in TipTrap:
Selection, Manipulation and Deselection.

5.1 Selection Tests
These tests measure the TipTrap Selection stage success rate at dif-
ferent height offsets between the levitated particle and the fingertip
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Figure 9: Characterising the Deselect stage. All tests showed
successful results, with particles being trapped after Deselect.
Particles will end up at the closest node of the trap, either
at the primary trap location (i.e. green) or at secondary trap
locations (i.e. arrows) above/below the trap.

(Y-direction). The silicone hand was moved in and out of the levita-
tion area along the X-axis (see Figure 8.A). A particle was levitated
in front of the fingertip, but at different vertical offsets (see Figure
8.B, C & D), where the 0 mm offset identifies the location of the
OT (Figure 8.D). The silicone hand was then moved 4 cm along
the X axis (horizontal), to position the particle in the OT under the
fingertip.

We tested 10 different height offsets, from -8 mm to 2 mm from
the reference of the optimum OT location. We conducted 10 tests
for each height, and each test was considered successful only if the
particle finished at the intended location of the OT (2.1 mm below
the skin). Dropping or particles ending up at a secondary trap were
considered as a failed test.

For offsets from -8 mm to -5 mm, the most usual outcome was a
partial failure. That is, the particle did not transition into the OT or
dropped, but instead it slid along the side of the fingertip finding a
local trap to the side of the finger (see black region to the sides of
the centre of the finger in Figure 2.C).

For offsets from -5 mm to 1 mm, transitions into the OT were
highly reliable (one failure out of 50 attempts). This would be the
ideal operational range for the match height stage of our technique
(see Figure 3.B) and leads to our recommendation to match heights
slightly above the final location of the OT.

For larger offsets, the particle engages with the high pressure
region between the primary and secondary traps, causing the parti-
cle to move into the secondary trap (i.e. at 6.3 mm, instead of 2.1
mm, below the fingertip). This is a comparatively minor issue, as
its trapping intensity is very similar to that of the primary trap,
providing similar manipulation capabilities. It is not possible to
move the particle upwards into the primary OT trap, but this ad-
justment would be easy to implement by refocusing the trap if
particle tracking is available, using a trapping correction technique
such as the one described in [3].

5.2 Deselect Tests
These tests check the performance of our Deselection stage, using a
setup similar to that in Figure 8.A. We first placed the particle into
the primaryOT underneath the silicone fingertip, and simulated the
effects of the Deselect stage with various height mismatch errors.
More specifically, the acoustic trap remained at a fixed point while
the silicone hand was moved out (4 cm backwards). The mismatch
error is the distance between that fixed trap position and the loca-
tion where the OT appears (2.1 mm below the skin). Releasing at
each height was repeated 10 times. We used our tracking system to
check the final location of the particle and tests were considered
successful only if the particle ended up at the primary levitation
trap. Any other cases such as the particle ending up in secondary
traps above/below or dropping were considered a failure.

Results in Figure 9 show amuchmore reliable behaviour than the
selection tests, with not a single particle being dropped across all
the 170 tests. The optimum operational range is identified between
0-6 mm offsets. In this cases, the particle will be able to overcome
the height mismatch between the OT and the levitation trap, ending
up at the primary trap location. Results outside this 0-6 mm range
simply show that the particle will transition to the closest trap
location which, in this cases, will be a secondary trap 4.2 mm above
or below the primary node.

5.3 Manipulation Tests
These tests were conducted to characterise our Manipulation stage,
by moving the particle across the levitation stage with variable
amounts of tracking error and increasing speeds, as shown in Figure
10.A. More specifically, a particle was placed at the OT and the hand
moved 10 cm horizontally. The location of the trap was retrieved
from our tracking system and a variable offset applied along the
vertical (Y) axis.

The height offsets ranged from -5mm to 5mm, as offsets beyond
±4.3mm would create a secondary trap in one of the positions
already covered by our ± 5mm range. The hand would then move
back and forth along the X-axis, with the trap being refocused under
the fingertip position (with the required height offset), as detected
by our tracking system.

During this motion, speed increased linearly using the maximum
acceleration allowed by our setup (10 cm/𝑠2), until the maximum
target speed was reached. Such speed was maintained during the
middle of the task and linearly decelerated towards the end of the
task. The maximum speeds for such speed profiles started at 1 cm/s
and was increased by 1 cm/s in each successive iteration, until the
maximum speed of 10 cm/s was reached.

The tracking system was used to determine the location of the
trap, but no additional techniques were used to counteract delays
in processing or noise. This was done to avoid over-fitting to our
known velocity profiles, and to better reflect a real tracking system.
The test was deemed successful if the particle remained within the
primary OT at the end of the test and each test was repeated 10
times.

These tests show that tracking errors along the Y (vertical) axis
can be large during the Manipulation stage and the technique will
still work. The majority of the tests yielded functional results, as the
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Figure 10: Characterizing the Manipulation stage: a) Range
of motion used by our setup for this test. b) Results from
manipulations tests performed at various particle height
offsets and manipulation speeds.

particle would stay trapped almost regardless of the height offset
and speed.

Results are even more positive when the nodes of the OT and the
levitation trap are aligned. Given the separation of 4.3 mm between
nodes, this happens for height offsets between 0 to 2 mm and -3 to
-5 mm. In these cases, a particle escaping the OT (e.g., misalignment
causes ultrasound to miss and not reflect off the finger) could still
safely transition into the levitation trap, as the nodes in this trap
are aligned to those in the OT. Within these ranges, the effect of
the offset was not noticeable and all tests were successful.

However, for other height offsets the nodes of the OT and levita-
tion trap would not align (e.g., for a height of -2mm each node of
the OT actually aligns with an anti-node of the levitation trap, if
ultrasound missed the fingertip). In these cases, the particle would
shift upwards/downwards into the levitation trap, searching for
these misaligned nodes. This could cause the particle to slide from
one side of the finger to another depending on the direction of the
movement, or to fail completely in some cases between -1 and -2
mm offsets.

6 INTERACTION EXAMPLES
TipTrap is a generic selection and manipulation technique for
levitation-based displays, that can be applied to interact with games,
visualizations, notifications and other levitation applications demon-
strated to date. However, as a unique feature, it allows users to
approach such tasks using co-located direct interaction, instead of
interacting at a distance.

This section explores the use of TipTrap for direct co-located
manipulation of levitated content in an application-agnosticmanner
(see Figure 11). More specifically, we focus on the types of levitated
content identified by Fender et al. [11]: i) independent particles; ii)

levitated props; and iii) POV content, deriving factors to consider
when using TipTrap to manipulate each of these contents. Our
examples were implemented using the thumb gestures: flexion to
select, extension to deselect. Other gestures or modalities (e.g. voice
commands) could be used instead.

6.1 Manipulating independent particles
We created a game-like example to demonstrate co-located interac-
tion with independent particles. The application shows different 3D
shapes made of independent particles, one at a time (i.e., squares,
triangles, pentagons, pyramids, and cubes). The user must try to
remember the original location of each particle and move it there
after the system arranges them randomly. Each trial of this game
has 3 stages shown in Figure 11.A:

• Exposure stage: the target geometry is shown for 3 seconds,
for users to memorise it.

• Disassembly stage: the 3D shape is disassembled and all the
particles are automatically moved to the right of the render-
ing volume.

• Reconstruction stage: The user must use TipTrap technique
to select, move and release each of the primitives arranged
on the side to reconstruct the original geometry.

This example illustrates the simplest type of manipulation, with
TipTrap being used to manipulate multiple particles individually.
It must be noted that the reliability of the technique is influenced
by the number of particles used, as trapping stiffness decreases as
more particles are levitated simultaneously [28].

Minimum distances between particles must be considered to
disambiguate the specific particle being selected, as well as to allow
enough space for the users’ hands and fingers. Collision avoidance
algorithms should also be considered [43].

6.2 Manipulating levitated props
We created a simple application exploring the control of a LeviProp
[31] used as a levitated mini-screen. Figures 11.B, C and 1.D demon-
strate LeviProps made of 3 and 4 particles respectively. In either
case, the particles in the prop can be used as manipulation gizmos.
Although only translations of the prop as a whole are shown, other
implementations could assign specific purposes to each particle
such as scaling or rotation. The use of bi-manual interaction (see
video figure) can provide additional interaction possibilities like
supporting content rotations around arbitrary axes.

The use of co-located direct manipulations of the LeviProp must
be considered when designing the prop itself. The ultrasound re-
flected off the fingertip will create the OT required by TipTrap to
control that specific particle. However, this same reflected ultra-
sound can interfere with other particles in the LeviProp, particularly
for particles in close proximity or strictly above/below the target
particle (i.e. Figure 2.B shows significant effects for particles placed
3 cm below the finger). This could either be considered when design-
ing the LeviProp, or avoided by giving additional vertical spacing.

Apart from manipulating the particles of the prop itself, external
individual particles away from the LeviProp can also be used as
controllers to adjust various aspects of the levitated content and to
trigger specific animations or modes), or simply for convenience by
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Figure 11: Four TipTrap application examples: a) matching 3D constellations, b, c) levitated props arrangement (direct and
indirect anchor points) and d) fast-moving particle (PoV content) manipulation.

avoiding fingers occluding the image projected on the prop when
moving it, such as in the remote prop manipulator in Figure 11.C).

6.3 PoV content
Figure 11.D shows an external individual particle 4 cm in front of a
simple POV shape (i.e. horizontal circle, 3cm diameter). Users can
use the external particle to control the location of the POV content.

Co-located, direct control of the POV shape was unreliable with
the basic TipTrap technique described in this paper.When the tracer
particle approached the fingertip at the matched height, the particle
would get pushed down into a secondary trap (i.e., 6.3 mm below
the fingertip), distorting the shape while going under the finger, or
even getting ejected due to its large speed (> 5m/s). This was the
case for a flat horizontal shape such as the one in our example, even
if the POV shape matched the height of the OT (i.e. < 2 mm under
the user’s fingertip). As such, TipTrap direct manipulation of POV
content will need to consider such finger-POV path interactions
and requires further investigation.

7 DISCUSSION
This paper described and proposed the TipTrap technique, provid-
ing an analytical and experimental exploration as well as demon-
strating novel interaction possibilities by allowing the co-located
direct manipulation of levitated content. However, other aspects
relevant to the technique will require further investigation.

First of all, the whole application space where the technique can
be applied cannot be addressed within the scope of this paper. Our
characterization indicates that the introduction of the technique
does not reduce the strength of the traps (e.g., see force comparison
of OTs vs traditional traps in Figure 2) and, as such, the application
space should be very similar to systems not using TipTrap.

However, even if traps are physically similar, the differences in
co-located vs at-a-distance interaction could introduce their own
differences such as more jitter in the hand since it cannot be fully
rested on a table. Promising lines of future research for TipTrap
should address comparative evaluations with related indirect tech-
niques, such as Point&Shake [13] (i.e., for selection) or LeviCursor
[3] (i.e. for manipulation). Such explorations should also consider
the use of a variable number of levitated particles, comparisons
of single vs bi-manual TipTrap interaction, or even studies in the
context of specific applications.

We used flexion and unbending of the thumb as gestures to
trigger selection or deselection. This was just done for illustrative
purposes and, other gestures could be used instead. Elicitation
studies would then be required to identify the most effective and
intuitive gestures/commands to select, manipulate and deselect
levitated content.

Another aspect to consider for a complete technique is the in-
clusion of feedback (e.g., to confirm selection/release). Ultrasound
tactile feedback is perceivable by modulating the amplitude of the
trap under the fingertip at a frequency of 200Hz. This is useful only
if a small number of particles are used since perceived intensity will
be reduced as the number of particles increases [40]. Thus, visual or
auditive feedback can provide a more feasible and general solution.

Other future extensions are related to the type of content manip-
ulated, as explained in Section 6. These include the introduction of
collision avoidance techniques considering the hand volume, the
extension of LeviProp designs to account for finger reflections, or
adjustments to PoV rendering to allow for direct manipulation.

We limited our exploration to OTs created below the fingertip.
However, the employed top-bottom setup can also create OTs above
the fingertip by reflecting the ultrasound from the top board and
occluding that from the bottom one. This would allow the particle
to be placed at the most convenient location to facilitate visibility
(e.g., place it above the fingertip when interaction is below eye
level).

We also limited our exploration to finger-like structures, but OTs
can be applied to other shapes or tools such as a stylus, opening
scenarios for augmented reality and interaction through tokens.

Finally, we used an OptiTrack for the tracking of the hand during
our tests. We tried markerless solutions such as Leap motion but
caused detection issues given the transducers in the background
or close proximity of the hands. We consider these tracking issues
beyond the scope of the paper, but interested practitioners should
be aware of such challenges.

8 CONCLUSION
We have presented TipTrap, a novel manipulation technique for
acoustic levitation displays which exploits the acoustically reflec-
tive properties of the user’s fingertip to enable direct co-located
manipulation of levitated content. We characterized the trapping
stiffness of Opportunistic Traps, showing how the quality of such
traps is very similar to that of a conventional levitation trap. We
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then provided an analytical exploration using FDTD simulations
to identify feasible strategies to select, manipulate and deselect
levitated particles, paying particular attention to the transitions of
the particles between conventional levitation traps and opportunis-
tic traps below the fingertips, as well as their tolerance towards
position and orientation errors. We then implemented the TipTrap
technique and provided a technical characterization of its perfor-
mance, using a mechanical setup and a silicone hand to demonstrate
how the technique can provide robust selection, manipulation and
deselection. We finally demonstrated example applications, show-
casing the potential of this technique to manipulate different types
of levitated content. To our knowledge, this is the first instance
of a direct co-located interaction technique for levitated content,
and one which we believe that will open new opportunities and
applications within these emergent interfaces.
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