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A B S T R A C T

Quantitative image comparison has been a key topic in the image processing literature for the past 30 years.
The reasons for it are diverse, and so is the range of applications in which measures of comparison are
needed. Examples of image processing tasks requiring such measures are the evaluation of algorithmic results
(through the comparison of computer-generated results to given ground truth) or the selection of loss/goal
functions in a machine learning context. Measures of comparison in literature take different inspirations, and
are often tailored to specific needs. Nevertheless, even if some measures of comparison intend to replicate how
humans evaluate the similarity of two images, they normally overlook a fundamental characteristic of the way
humans perform such evaluation: the context of comparison. In this paper, we present a measure of comparison
for binary images that incorporates a sense of context. More specifically, we present a Methodology for the
generation of ultrametrics for context-aware comparison of binary images. We test our proposal in the context
of boundary image comparison on the BSDS500 benchmark.
. Introduction

Binary images are common representations of feature information
n image processing, often embodying intermediate or final results
n image segmentation, or object/change detection [1]. The litera-
ure holds a large number of measures for the comparison of binary
mages, including (distance) metrics and various other types of func-
ions. This rich variety is due to the many possible applications for
uch measures. For example, comparison measures are often used to
ompare computer-generated solutions with ground truth for quality
valuation [2,3], since many applications (e.g. segmentation) represent
bject/region detection results as one or more binary images [4–6].
edicated reviews can be found for generic contexts [7], as well as

or specific ones [8,9]. Also, comparison measures play a role in shape
omparison and matching, which is relevant for object recognition and
racking [10,11]. While those applications were long known in litera-
ure, the necessity for reliable comparison measures has been boosted
y the development of CNN-based image processing systems [12,13].
he training phase of such systems heavily relies on loss functions,
hich are often based on comparisons between the predicted images
nd their labelled (ground-truth) solutions [14]. Despite some propos-
ls to use non-binary ground truth [15], binary image comparison is
till the standard in literature for goal functions in such detectors. By us-
ng context-aware comparison measures, which are more akin to human
nderstanding than classical pixelwise comparison measures, all such
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applications shall produce more explainable and human-acceptable
results.

Comparison measures take inspiration from a wide variety of math-
ematical tools, ranging from mathematical functions to information-
theoretic measures. Some prominent examples are based on metrics,
such as the well-known Hausdorff metric [16]. Other comparison mea-
sures are based on trigonometric functions and a vectorial interpreta-
tion of images [17]. Information-theoretic measures attempt to model
the coinciding and diverging information in two binary images [18–
20]. Most of these measures come in a parametric form, giving rise to
a comprehensive range of instantiations, often exhibiting significantly
different behaviour. Yet other approaches are based on the expectation–
maximization algorithm in order to segment an image [18]. This idea
has been further developed, introducing the concepts of confusion and
consensus areas to the field of image segmentation [19]. In their com-
parison of edge detection algorithms, Fram and Deutsch [20] use
information-theoretic measures to evaluate the capability of replicating
human behaviour in the detection of edges in the presence of noise.

One of the few aspects generally left unexplored in the devel-
opment of comparison measures is the incorporation of the context.
The majority of comparison measures only consider the images to
be compared in order to produce a quantitative evaluation of the
(dis)similarity between them. This is usually the case with metrics,
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which yield the distance between two elements in the generic universe
of all binary images, fulfilling the corresponding metric axioms (identity
of indiscernibles, symmetry and triangle inequality). Such approach might
appear natural, and is definitely mathematically convenient, but is in
fact divergent from how humans proceed. Humans implicitly incorpo-
rate a sense of context in their comparisons, arguably performing a
multidimensional analysis of the characteristics for each object. This
incorporation of context may even lead to not fulfilling the metric
axioms when performing the comparison. The context can be explicit,
but would be kept implicit by humans if they do not provide further
information.

An illustrative example of such implicit context analysis performed
by humans is the Jamaica–Cuba–Russia comparison, as presented by
Tversky [21]. The example grounds on the idea that humans normally
judge that 𝑑(𝐶𝑢𝑏𝑎, 𝐽𝑎𝑚𝑎𝑖𝑐𝑎) + 𝑑(𝐶𝑢𝑏𝑎,𝑅𝑢𝑠𝑠𝑖𝑎) < 𝑑(𝐽𝑎𝑚𝑎𝑖𝑐𝑎, 𝑅𝑢𝑠𝑠𝑖𝑎),
with 𝑑 some dissimilarity measure between countries. Otherwise said,
that the sum of the pairwise dissimilarity between Jamaica and Cuba,
and that between Cuba and Russia, is in fact lower than the perceived
dissimilarity between Jamaica and Russia, hence breaking the triangle
inequality. The reason lies in the fact that each country is perceived
as a multidimensional information object and, for the comparison of
each pair of countries, humans implicitly determine the dimension of
comparison, i.e., the context of comparison. Even when the context
is not explicit, it is implicitly determined by the human evaluator on
the basis of prior experience. For example, the Jamaica–Cuba compar-
ison is normally set in terms of geography, whereas the Cuba–Russia
comparison is made on the basis of politics; humans selectively alter
the role and configuration of the context in the comparisons. This
example is used to discredit the necessity of imposing the triangle
inequality in the modelling of human behaviour, as well as to shed
light on the multidimensional nature of human interpretation. But, very
interestingly, it also serves as an illustration of the relevant role of
context in human comparisons.

In general, comparison measures in the literature make no use of
the notion of context. Typically, they only consider the pair of images
to be compared, assuming a global context and hence providing an
absolute quantification of (dis)similarity. While this might be advan-
tageous for some tasks, the process draws away from how humans
perform comparisons. The aim of this work is to present a comparison
measure for binary images in which the context plays a prominent
role. Specifically, we intend to create an ultrametric that quantifies the
dissimilarity between any two images within the context of comparison.
The quantified distance between two images is obtained not only in
terms of their coincidences and divergences, but also on basis of the
characteristics of the other images within the context. Through the
inclusion of a context, our proposed measure brings the process closer
to how humans naturally perform comparisons.

In this work we present a comparison measure for binary images
which attempts to produce human-coherent results by mimicking hu-
man understanding of context. This is done by relying on comparison
models stem from psychological studies [22], which are able to accom-
modate and model the context of comparison. Also, our proposal is
quantitatively tested in terms of comparison-based intra- and inter-class
discrimination [23], a task for which humans are significantly more
proficient than existing comparison measures in literature.

An early development of the ideas in this manuscript was presented
in [24]. While [24] already depicted the idea of using a tree-based ul-
trametric for the comparison of binary images, the present manuscript
features a number of enhancements. These enhancements involve, but
are not restricted to, a better fit in literature, a cost-function-based
algorithm for tree construction, the incorporation of 𝑁-to-𝑀 compar-
ison measures in the tree construction and a qualitatively expanded
experimental setup.

The remainder of this paper is organized as follows. Section 2
introduces the mathematical preliminaries that will be employed in this
paper, while Section 3 presents the importance of context-aware com-
parison measures. The methodology for the construction of ultrametrics
is presented in Section 4, which is put to the test in Section 5. Finally,
2

Section 6 presents the conclusions of the paper. e
2. Preliminaries

This section collects the mathematical definitions applied in upcom-
ing sections.

Definition 2.1. A function 𝑑 ∶ 𝑈 ×𝑈 → R+ is called a metric on 𝑈 if
it satisfies the following properties:

1. Identity of indiscernibles: 𝑑(𝑥, 𝑦) = 0 if and only if 𝑥 = 𝑦.
2. Symmetry : 𝑑(𝑥, 𝑦) = 𝑑(𝑦, 𝑥) for any 𝑥, 𝑦 ∈ 𝑈 .
3. Triangle inequality : 𝑑(𝑥, 𝑧) ≤ 𝑑(𝑥, 𝑦) + 𝑑(𝑦, 𝑧) for any 𝑥, 𝑦, 𝑧 ∈ 𝑈 .

he function 𝑑 is called an ultrametric if instead of the triangle inequal-
ty, it satisfies:

3’. Ultrametric inequality or strong triangle inequality : 𝑑(𝑥, 𝑦) ≤ max
(𝑑(𝑥, 𝑧), 𝑑(𝑦, 𝑧)) for any 𝑥, 𝑦, 𝑧 ∈ 𝑈 .

Obviously, any ultrametric is a metric. Note that an ultrametric can
e characterized [25] as a metric for which any three points can be
elabelled as 𝑥, 𝑦, 𝑧 such that

(𝑥, 𝑦) ≤ 𝑑(𝑥, 𝑧) = 𝑑(𝑦, 𝑧).

ecall that a binary fuzzy relation 𝐸 ∶ 𝑈2 → [0, 1] is called min-
ransitive if

in(𝐸(𝑥, 𝑦), 𝐸(𝑦, 𝑧)) ≤ 𝐸(𝑥, 𝑧)

or any 𝑥, 𝑦, 𝑧 ∈ 𝑈 . With a given bounded ultrametric 𝑑 taking values
n the unit interval [0, 1], we can associate a binary fuzzy relation 𝐸
efined by 𝐸(𝑥, 𝑦) = 1 − 𝑑(𝑥, 𝑦). It is straightforwardly verified that
he ultrametric inequality of 𝑑 is equivalent to the min-transitivity of

[26,27].
In this paper, we consider images to have some fixed dimensions
×  , so that 𝛺 = {1,… ,} × {1,… , } represents the set of

ositions in an image. The set of all binary images, i.e., the set of
appings 𝛺 ↦ {0, 1}, is denoted as B. We will refer to individual binary

mages with uppercase characters, like 𝐼 or 𝐴, and to sets of images
ith bold-faced uppercase characters, like 𝐈 = {𝐼1,… , 𝐼𝑘}.

The positive (resp. negative) information in binary images will be
epresented by 1s (resp. 0s). The classical set-theoretic operations on
inary images will be used: intersection (∧), union (∨), and inclusion
⊆, ⊂). We reserve the symbols ∩ and ∪ for the intersection and union
f sets of images, respectively. The dilation of a binary image 𝐴 by
ome structuring element 𝐾 is given by 𝐾 (𝐴) = {𝑐 ∈ 𝛺 ∣ 𝑐 =
+ 𝑏 for some 𝑎 ∈ 𝐴 and 𝑏 ∈ 𝐾}.

. Ultrametrics for object comparison

First, we present an initial classification of comparison measures
nd a discussion of their main differences in Section 3.1. Then, we
ocus on a network-based approach for the comparison of objects (Sec-
ion 3.2) and present a methodology for the construction of ultrametrics
erived from such approach (Section 3.3).

.1. Classes of comparison measures

Comparison measures, such as metrics, ultrametrics or any other
ype of function, are crucial in most scientific fields. These measures
re instrumental in tasks such as quality evaluation, optimization, and
lustering. According to Tversky [22], comparison measures can be
ivided in two main classes: those based on geometrical interpretations,
amed spatial models, and those based on graph theory, named network
odels. Spatial models represent each object as a point in some coordi-
ate space, so that the distance between points represents the proximity
etween objects. Most of the metrics and dissimilarity measures adhere
o this strategy, including for example the different extensions of the
ausdorff metric [28,29]. Alternative to spatial models, network mod-

ls generate a graph-like representation of the relationships between
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the objects to be compared. Each object is defined as a node in a
connected graph, usually a tree, while edges (and their weights) are
used to represent the dissimilarity (or distance) between any two
objects.

In Tversky’s twofold taxonomy, network models are better suited
to embody the notion of context than spatial models. Spatial models
may potentially establish a coordinate space depending upon some
definition of the context (nevertheless, this is absent from the image
processing literature, except for image retrieval tasks [30] involving
the comparison of distributions). In a sense, context is usually assumed
to be large and unspecific enough, containing all possible elements.
Network models allow for an easy adaptation to the context through
the generation of a graph. When establishing the graph topology, all
possible interrelations between elements are considered. Thus the set of
objects to be compared affects the topology of the network, and hence
the dissimilarity between any two nodes.

In this work, we present an ultrametric based on a network model,
allowing for a simple, yet meaningful, definition of the context of
comparison. The generation of a graph, upon which an ultrametric is
built, allows to model relationships between images in the set. This
alternative enables, in our opinion, a better modelling of the human
behaviour in comparing and evaluating dissimilarities, since an implicit
sense of context is included. Also, by satisfying the ultrametric proper-
ties, we guarantee that our comparison measure is also a metric, and
can hence be applied in many different tasks for which metrics are
required. The main drawback of this alternative is that the network
topology cannot yield distances from or to elements that were not
present at the time of defining the topology. Therefore, an important
limitation is that all elements to be compared need to be known in
advance.

We recall that some comparison measures based on spatial models
(partially) exhibit context-awareness. For example, we can consider
that learned metrics [31,32] are in fact bounded to the context (training
data) from which they were created. At the same time, since the learned
object is a metric, it can be used to compare elements that were out
of the original training data. Problems might arise, nevertheless, de-
pending on how representative the training data is, potentially affecting
the reliability of comparison. Also, the need for data labelling prior to
the learning process makes learned metrics ineligible for some practical
applications.

3.2. Network-based approach to comparison

Network-based comparison measures are computed on the basis of
a network topology on a given set of elements. Although this network
topology can be any type of graph (the distances on often-cyclic road
maps being an example of it), usually trees are the preferred choice,
since they enforce a convenient hierarchical structure on the data. This
choice is not only relevant in the current context, but also central to
many other algorithms, notably hierarchical clustering algorithms. This
work focuses on the use of trees as network topologies.

A graph is formed by nodes, connected through edges or branches.
n the case of trees, we ensure the graph to be connected and acyclic.

hen using trees for the generation of hierarchical structures, lower-
evel nodes are referred to as leafs and the highest-level node is referred
o as root. While edges in a tree can be directed, we exclusively consider
ndirected edges.

Fig. 1 displays an example of a dissimilarity-based, tree-like organi-
ation of linguistic terms. This graph contains, as leafs, the terms Zebra,
orse and Lion, and the resulting clusters of elements. In Fig. 1(a),
Zebra, Horse} are first grouped together, since they are the closest
ossible terms in the pool. Then, {Zebra, Horse} are grouped with
Lion}, forming the root of the tree. For now, we shall avoid numerical
etails, which will be provided in upcoming sections, so we assume that
he dissimilarity between the elements is proportional to the height of
3

he node in which they are first grouped together.
Fig. 1. Tree model for the similarity representation of linguistic terms. Three different
variants of the set of terms are presented.

Figs. 1(b) and 1(c) display the resulting trees when adding two
different sets of terms to the candidate set in Fig. 1(a): Whale and
Eagle, in the former, and Whale and Mule, in the latter . In the
first case, by including terms perceptually distant from all elements
in the original set, the tree topology does not change significantly.
The new elements are grouped together with the previously-existing
terms at the top level. In Fig. 1(c), we find a different situation. By
including the terms Whale and Mule, the latter perceived as close to
Horse, the relationships between the original terms is altered; again, not
elaborating on numerical details, the dissimilarity between Zebra and
Horse would be 2 instead of 1 (they merge at level 2, instead of at level
1). This represents the fact that humans understand Zebra and Horse
as variably similar, depending on the context of comparison. Otherwise
said, Zebra and Horse are perceived as not-so-close, once Mule is part
of the candidates. A similar situation is found for the terms Horse and
Lion, which are seen as variably similar depending on the appearance
of perceptually close terms (as Mule).

3.3. Tree-based generation of comparison measures

The examples in Fig. 1 provide an idea of how to organize terms
according to their perceived dissimilarity, but avoid details on how to
generate an ultrametric from it, or any other comparison measure. This
process requires certain mathematical tools.

The process of building the tree starts by considering all objects
in the set to be compared, with the first merged node corresponding
to the closest pair of terms among all candidate pairs. The choice of
the closest pair is in fact not straightforward. Humans are relatively
good at grouping, while, from a computational point of view, many
different paradigms may be involved: minimum entropy of the resulting
set, lowest dissimilarity using a similarity measure or metric, etc. In the
process of further constructing the tree, we need to iteratively decide
which is the next chosen pair, discarding it in future iterations. At each
next step we will take into account only the remaining nodes in the set
(including the new merged node) until the root is reached. It is relevant
that, apart from the leafs, all remaining nodes will represent sets of
elements, so that choices on node grouping at each stage need to be

based on set (i.e., 𝑀-to-𝑁) comparisons.
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Once the structure of the tree is set, it is important to establish
weights for the edges or branches. Depending on the nature of the
strategy used for node merging, we can distinguish two different sit-
uations. If the approach is qualitative, i.e., it determines which is the
next node to be generated but does not yield a numerical evaluation of
its cost, each new node is taken at an increasing height in the tree. The
first node created combining the items from the original set has height
1, the second has height 2, and so on. If the strategy used for node
grouping is numerical in nature, the height of each node is unknown
in advance. With the term cost function, we refer to the function yielding
the numerical evaluation of the merging of two candidate nodes in the
generation of the tree.

We consider the following definition of a cost function. The original
set of nodes to be compared is denoted by 𝐴, with ℘(𝐴) the powerset of
𝐴. Given two nodes 𝑎𝑖, 𝑎𝑗 , each representing a non-emtpy set of items,
we write 𝑎𝑗 ⊆ 𝑎𝑖 if all elements of 𝑎𝑗 are contained in 𝑎𝑖.

Definition 3.1. A cost function on ℘(𝐴) is a function

𝛤 ∶ ℘(𝐴) ×℘(𝐴) → R+

satisfying:

1. 𝛤 (𝑎𝑖, 𝑎𝑗 ) = 𝛤 (𝑎𝑗 , 𝑎𝑖) for any 𝑎𝑖, 𝑎𝑗 ;
2. 𝛤 (𝑎𝑖, 𝑎𝑗 ) ≤ 𝛤 (𝑎𝑖, 𝑎𝑘) for all 𝑎𝑗 ⊆ 𝑎𝑘.

Property 1 expresses the symmetry of the cost function. Property 2
ensures that any grouping of nodes in time will have an increasing cost,
i.e., that it is impossible to merge two nodes in the tree at a height lower
than that of previous nodes.

A cost function (in the sense of Definition 3.1) can be created from
any 1-to-1 comparison measure 𝑐, as long as it is positive and symmet-
ric, by computing the maximum over all possible pairs of elements as
follows

𝛤𝑐 (𝑎𝑖, 𝑎𝑗 ) = max𝑥∈𝑎𝑖 ,𝑦∈𝑎𝑗 𝑐(𝑥, 𝑦) . (1)

We use the symbol 𝐶 to refer to the set of candidate nodes in
each iteration of the tree construction, i.e., a subset of ℘(𝐴). Given
a cost function 𝛤 , a tree is constructed by selecting, iteratively, the
two non-equal nodes that yield the lowest cost when merged forming
a prospective node:

arg min𝑎𝑖 ,𝑎𝑗∈𝐶 𝛤 (𝑎𝑖, 𝑎𝑗 )

= {(𝑎𝑖, 𝑎𝑗 ) ∈ 𝐶2 ∣ 𝑖 ≠ 𝑗,∀𝑢, 𝑣 ∈ 𝐶 ∶ 𝛤 (𝑎𝑖, 𝑎𝑗 ) ≤ 𝛤 (𝑢, 𝑣)}.

Each new node is considered to have a height equivalent to the cost of
its generation, i.e., the cost of merging the two original nodes. Note that
different pairs of candidate nodes might have the same cost during the
merging process; there are many different strategies to overcome this
issue, e.g., creating several nodes with the same cost simultaneously or
selecting one at random.

Whichever strategy is employed to design the tree, the graph can be
used to create an ultrametric. The distance between any two items in
the original set, in terms of the ultrametric, is the height of the lowest
node including both of them. This concurs with the strong inequality
axiom in Definition 2.1, since the distance between these two elements
fulfils 𝑑(𝑥, 𝑦)≤max(𝑑(𝑥, 𝑧), 𝑑(𝑦, 𝑧)) for any 𝑥, 𝑦, 𝑧 ∈ 𝑈 . This measure is
context-dependent, in the sense that different pools of elements will
lead to distinct tree topologies, and hence to the ultrametric yielding
different values.

In the case of Fig. 1, and assuming that the cost of each node is
equal to its height, the ultrametric is explicitly defined as in Table 1.

4. Ultrametrics for binary image comparison

In this section, we tackle the construction of an ultrametric for
binary image comparison. First, we review the existing literature (Sec-
tion 4.1) and introduce ultrametric trees (Section 4.2), whose con-
struction is supported by the Twofold Consensus Ground Truth (TCGT)
(Section 4.3). Then, we present our proposal for the construction of a
tree-based ultrametric for binary images (Section 4.4).
4

Table 1
Ultrametric resulting from the tree in Fig. 1(a).

Zebra Horse Lion

Zebra 0 1 2
Horse 1 0 2
Lion 2 2 0

4.1. Binary image comparison

Binary images, while having very little use for image acquisition,
are recurrent in literature for the representation of intermediate/final
result. For example, it is typical in medical imaging to use binary
images for the representation of segmented/detected areas [13], despite
recent proposals to use richer representations to account for inter-
expert variability, uncertainty and confidence [15]. Binary images are
also widely used in photogrammetry, both representing intermediate
and final results [1]. In fact, binary images have been the standard
representation for low-level features, including boundaries and ridges,
on top of which complex tasks are built. Examples of such tasks range
from boundary-aware inpainting [33], 3D building reconstruction using
pre-segmented areas [34] and ridge-based fungal growth modelling and
control [35].

The extensive use of binary images led to the proliferation of a
broad variety of measures for binary image comparison. A large part
of the literature is dedicated to confusion-matrix-based measures [18,
19,36], but there is also a number of measures adopting a geometrical
interpretation of the space of binary images [17]. Popular options in
this regard are the Hausdorff metric [16], which has led to different
task-specific generalizations [28,29], or the Symmetric Difference [7].
Other measures, although not satisfying the metric axioms, are to some
extent based on metrics. Examples are Pratt’s FoM (PFoM) [37] and
Haralick’s Measure [38]. Yet other measures are based on ground truth
composition and segmentation comparison [39].

All of the mentioned measures fulfil certain properties, metric ax-
ioms or other ones, but do not offer an easy and intuitive way to
incorporate the context of comparison. As far as we know, there are
no references in the literature introducing context-aware comparison
measures, meaning that each comparison is performed while taking
into account all the binary images within the set. In fact, when used,
the term context is related to the idea that different regions of an image
present local and global discriminative surroundings. Hence, context
refers to a collection of points in the neighbourhood of the object of
interest; examples can be found in a large variety of applications like
shape matching [40] and edge [41] or saliency detection [42]. Com-
bining object saliency and segmentation, a notion of context may also
be incorporated through the analysis of multi-scale superpixels [43].

The only measures that consider the notion of context-awareness,
i.e., taking into account all the binary images within the set as pre-
sented in this work, are related to concept comparison [44,45] and to
context-dependent models in choice theory [46], incorporating differ-
ent weights to simulate the effect of background and local context. The
majority of these measures arise as a fundamental notion from theories
of cognition in psychology [47]. Although considering the notion of
context-awareness as advocated in this paper, these measures are not
suitable for image comparison. In fact, there are no examples in the
image processing literature applying this notion of context to binary
image comparison.

We propose a context-aware comparison measure for binary images,
using a tree-based representation to obtain dissimilarity quantifications
by means of a derived ultrametric.

4.2. Tree-based analysis of sets of binary images

The tree-based construction of an ultrametric presented in Section 3
can be extended to the case of binary images, given a suitable cost
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function 𝛤 . A cost function shall represent the effort needed to group to-
gether two sets of images in the process of creating a new node. Hence,
the construction of 𝛤 is intuitively related to 𝑁-to-𝑀 comparisons of
inary images.

Despite the large variety of 1-to-1 comparison measures for binary
mages, very few of them allow for comparisons between sets of im-
ges. Some strategies have been proposed for 1-to-𝑁 comparisons for
pecific tasks, e.g., for the quantification of the dissimilarity between a
omputer-generated solution and multiple ground truth images. While
edicated strategies have been designed (see [48], only applicable to
-to-𝑁 comparisons), most authors in literature simply rely on 1-to-1
omparisons and compute the lowest dissimilarity to the 𝑁 candidates.
his solution is numerically convenient, but fails at capturing the spirit
f set comparison, since usually only two images are actively used in
he quantification.

In our proposal, 𝑁-to-𝑀 comparisons will be performed on the
asis of the Twofold Consensus Ground Truth (TCGT) [23], a tool for
inary image representation and fusion that can be further evolved to
easure the heterogeneity of sets of images. This method provides a

uantification of the distance between images in the set, and stands
s a valid strategy to design a tree-based dissimilarity measure. It also
llows for the creation of an ultrametric, since the distance between two
mages in the original set is the height of the lowest node including both
f them, as explained in Section 3.3. Addition of new binary images to
he original set will lead to different quantifications of the dissimilarity,
nd consequently, to different configurations of the ultrametric tree,
ue to its context-aware nature.

.3. Twofold Consensus Ground Truth

The Twofold Consensus Ground Truth (TCGT) is a fusion method
or binary images [23]. Originally, it was designed to fuse ground truth
oundary images in datasets in which each image comes with diverse
olutions (see, e.g., [49,50]). This is a very common case, due to the
xisting divergence among experts when labelling the ground truth, and
lso among results obtained by the same human at different times. Note
hat the TCGT can be used for purposes other than the original one; in
act, it can be seen as a general method to fuse binary images.

In the literature there are many different techniques to fuse images,
.e., to produce a single binary image (consensus) from diverse binary
mages (candidates). Examples can be found using both geometri-
al [51,52] and statistical [18] approaches to the problem. A critical
ifference between the TCGT and those techniques is that the TCGT
s robust to spatial imprecisions in the images. Another one is that
he TCGT represents the result of the fusion process as a set. This
et is a compact representation of the information contained in the
nput image set, based on the spatial interpretation of coincidences and
ivergences of the images to fuse, and also of some of the characteristics
nd properties of the set.

The TCGT is supported by two different consensus operators, namely
he strong and the weak consensus.

efinition 4.1. The strong consensus image of a set of binary images
= {𝐼1,… , 𝐼𝑘} is the binary image 𝑠𝑇 (𝐈) defined as

𝑇 (𝐈) = 𝑇 (𝐼1) ∧𝑇 (𝐼2) ∧⋯ ∧𝑇 (𝐼𝑘) , (2)

here 𝑇 (𝐼𝑖) denotes the dilation of image 𝐼𝑖 by the structuring ele-
ent 𝑇 .

efinition 4.2. The weak consensus image of a set of binary images
= {𝐼1,… , 𝐼𝑘} is the binary image 𝑤𝑇 (𝐈) defined as

𝑇 (𝐈) = 𝑇 (𝐼1) ∨𝑇 (𝐼2) ∨ … ∨𝑇 (𝐼𝑘) , (3)

where 𝑇 (𝐼𝑖) denotes the dilation of image 𝐼𝑖 by the structuring ele-
5

ment 𝑇 .
Definition 4.3. The consensus of a set of binary images 𝐈 is the set of
images 𝑐𝑇 (𝐈) defined as

𝑐𝑇 (𝐈) = {𝐵 ∈ B | 𝐵 ⊆ 𝑤𝑇 (𝐈) and 𝑠𝑇 (𝐈) ⊆ 𝑇 (𝐵)} . (4)

The consensus, which is a set itself, satisfies some practical proper-
ties as presented in [23]. One of these properties is that of information
combination. This property refers to the ability to combine information
from different images, meaning that the resulting set selectively fuses
information from each image. An example can be found in Fig. 2, which
depicts a scenario of ground truth gathering from human labellers.
From the original image in Fig. 2(a), two labellers have created the
ground truth images 𝑆1 and 𝑆2 (Figs. 2(b)–(c)). In this situation, the so-
lution 𝐷 (Fig. 2(f)) is not exactly like 𝑆1 and 𝑆2 despite its resemblance.
However, 𝐷 ∈ 𝑐𝑇 ({𝑆1, 𝑆2}), as we can infer from observing the strong
and weak consensus of {𝑆1, 𝑆2} (Figs. 2(d)–(e)). This example shows
that images similar to or composed of parts from the original set are
actually gathered in the consensus set of the TCGT, i.e., we are indeed
obtaining combined information from the different solutions. Observing
Fig. 2, we can derive that, even with simplistic examples, thanks to the
TCGT, the consensus set provides much more information than just a
list of images. It builds up knowledge from the existing morphological
relations between images.

The TCGT is useful not only to generate consensus sets, but also
enables the analysis of the original set of images. That is, to produce
metadata about the images involved in the process. An example is the
scaled heterogeneity of a set of images.

Definition 4.4. Let 𝐈 = {𝐼𝑖,… , 𝐼𝑛} be a set of binary images. The
scaled heterogeneity of 𝐈 is given by

𝐻∗
𝑇 (𝐈) =

|𝑤𝑇 (𝐈) ⧵ 𝑠𝑇 (𝐈)|
|𝛺|

,

where 𝑤𝑇 and 𝑠𝑇 are the weak and strong consensus.

We intend to use the TCGT as a basis for the quantitative 𝑁-to-
𝑀 comparison of binary images, which leads to the construction of a
hierarchical tree of binary images. In order to achieve it, we propose
to use a cost function based on 𝐻∗

𝑇 . Specifically, we consider

𝛹𝑇 (𝐈, 𝐉) = H∗
𝑇 (𝐈 ∪ 𝐉) . (5)

The cost function 𝛹𝑇 fulfils the properties of Definition 3.1. The
proof of Property 1 (symmetry) is straightforward. With regard to
Property 2, adding more images to one of the sets of binary images
will only extend 𝑤𝑇 , while reducing 𝑠𝑇 ; therefore, 𝛹𝑇 will increase in
each iteration, fulfilling Property 2.

By means of Definition 3.1 and the scaled heterogeneity, we are
able to perform 𝑁-to-𝑀 comparisons, avoiding the usual reuse of 1-to-
1 comparisons. Applying this strategy, we will construct an ultrametric
tree, calculating the scaled heterogeneities between images within a set
in a context-aware manner. Since there are not many 𝑁-to-𝑀 compar-
ison measures in the literature as stated in Section 4.2, a performance
comparison will be presented in Section 5, applying the cost function
presented in Eq. (1) using different conventional 1-to-1 binary image
comparison measures.

4.4. Ultrametric tree construction

We present an ultrametric tree construction procedure for a set
of binary images based on 𝑁-to-𝑀 comparisons using 𝛹𝑇 . First, one
set is created for each binary image, so as to produce as many nodes
(leaves) as images. The node grouping costs between all such nodes are
calculated. The closest pair, i.e., the two sets having the lowest cost,
are merged in a new node. Then, the distances between the remaining
nodes, including the new one, are recalculated. Once again, the two
nodes having the lowest scaled heterogeneity are merged together and

assembled in a new node. This process is repeated until a single node,
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Fig. 2. Example of information fusion using the TCGT. We have (a) an image, (b,c) two hand-made segmentations from it, (d,e) the strong and weak consensus images and (f) a
candidate image. The candidate image belongs to 𝑐𝑇 ({𝑆1 , 𝑆2}), although it does not match any of the original images. The structuring element 𝑇 used for the dilation is a disk of
radius 5. 1-valued (resp. 0-valued) pixels are represented in black (resp. white).
containing all binary images from the original set, is obtained; that is,
until the root of an ultrametric tree is attained. The designated distance
between any two of the original binary images is the height of the
lowest node including both of them, thus yielding an ultrametric. In the
unlikely case of two or more pairs of nodes having the same grouping
cost during the ultrametric tree construction, either choice would be
acceptable.

In Algorithm 1 we present the computational procedure of our
proposal based on a cost function 𝛤 . The input is a set of binary images
𝐈 = {𝐼1,… , 𝐼𝑁}, with 𝑁 the number of images in the set. The output
is composed of three different elements. First, a dissimilarity array 𝐷
including all the cost values between every two nodes; in our case,
for a branching factor of 2 (two children merging at each level of
the ultrametric tree), the total number of elements is 2𝑁 − 1, so the
dimensions of 𝐷 are (2𝑁 − 1)×(2𝑁 − 1). Second, a (2𝑁 − 1)×2 array
called 𝑛𝑜𝑑𝑒𝐴𝑟𝑟𝑎𝑦 is created, including the height of each node in the
ultrametric tree. Third, a (2𝑁 −1)×1 array called 𝑡𝑟𝑒𝑒𝐴𝑟𝑟𝑎𝑦 is obtained,
including, for each node, which binary images are grouped together.

As presented in Section 3, one of the main advantages of using
tree-based ultrametrics as comparison measures is the proportionality
among the distances between elements and the tree topology. Setting
a vertical axis proportional to the cost of the merging, the distance
between any two images in the original set is equal to the height
of the lowest node containing both images. This approach provides a
graphical and intuitive representation of the proximity of the elements
to be compared from the original set.

5. Experiments

In this section, we conduct extensive experiments aimed at provid-
ing insights into two different aspects of our proposal: (a) whether
tree-based ultrametrics are solid tools for binary image comparison
and (b) whether the choice of the cost function has a severe im-
pact on the performance of an ultrametric. In this regard, we first
present the binary image dataset employed for the experiments (Sec-
tion 5.1). Then, we introduce as alternative binary image cost functions
Baddeley’s Delta Metric (𝛥) and the Symmetric Difference (SD) (Sec-
tion 5.2). Finally, we present a detailed analysis based on quantitative
data (Section 5.3).

5.1. Experimental data

The Berkeley Segmentation Data Set and Benchmark 500 (BSDS500)
[49] is a popular dataset for image segmentation and boundary detec-
tion tasks [53]. It holds a large set of images, each linked to a collection
of hand-labelled ground truth segmentations, which are themselves
6

Algorithm 1: Ultrametric tree based on a cost function 𝛤 .
input : Set of binary images 𝐈
output: Dissimilarity array 𝐷, node array 𝑛𝑜𝑑𝑒𝐴𝑟𝑟𝑎𝑦 and tree

array 𝑡𝑟𝑒𝑒𝐴𝑟𝑟𝑎𝑦
𝑁 ← number of images
𝐷 ← (2𝑁 − 1) × (2𝑁 − 1) dissimilarity array of ∞s
𝑛𝑜𝑑𝑒𝐴𝑟𝑟𝑎𝑦 ← (2𝑁 − 1) × 2 array of 0s
𝑡𝑟𝑒𝑒𝐴𝑟𝑟𝑎𝑦 ← (2𝑁 − 1) × 1 array of merged nodes
for n ← {1,… , 𝑁} do

𝑛𝑜𝑑𝑒𝐴𝑟𝑟𝑎𝑦(𝑛, 1) ← 𝑛
𝑛𝑜𝑑𝑒𝐴𝑟𝑟𝑎𝑦(𝑛, 2) ← 0
𝑡𝑟𝑒𝑒𝐴𝑟𝑟𝑎𝑦(𝑛) ← {𝐼𝑛}

for i ← {1,… , 𝑁} do
for j ← {1,… , 𝑁} do

𝐷(𝑖, 𝑗) ← 𝛤 (𝑡𝑟𝑒𝑒𝐴𝑟𝑟𝑎𝑦(𝑖) ∪ 𝑡𝑟𝑒𝑒𝐴𝑟𝑟𝑎𝑦(𝑗))
𝐷(𝑗, 𝑖) ← 𝐷(𝑖, 𝑗)

for 𝑘 ← {𝑁 + 1,… , 2𝑁 − 1} do
(𝑥, 𝑦) ← arg min𝐷(1 ∶ 𝑘, 1 ∶ 𝑘)
// Updating graph
𝑛𝑜𝑑𝑒𝐴𝑟𝑟𝑎𝑦(𝑘, 1) ← 𝑘
𝑛𝑜𝑑𝑒𝐴𝑟𝑟𝑎𝑦(𝑘, 2) ← 𝐷(𝑥, 𝑦)
𝑡𝑟𝑒𝑒𝐴𝑟𝑟𝑎𝑦(𝑘) ← 𝑡𝑟𝑒𝑒𝐴𝑟𝑟𝑎𝑦(𝑥) ∪ 𝑡𝑟𝑒𝑒𝐴𝑟𝑟𝑎𝑦(𝑦)
// Discarding the combined nodes
// setting their dissimilarity to ∞
𝐷(𝑥, ∶) ← ∞
𝐷(∶, 𝑥) ← ∞
𝐷(𝑦, ∶) ← ∞
𝐷(∶, 𝑦) ← ∞
// Updating the new node
for 𝑙 ← {1,… , 𝑘} do

𝐷(𝑘, 𝑙) ← 𝛤 (𝑡𝑟𝑒𝑒𝐴𝑟𝑟𝑎𝑦(𝑘) ∪ 𝑡𝑟𝑒𝑒𝐴𝑟𝑟𝑎𝑦(𝑙))
𝐷(𝑙, 𝑘) ← 𝐷(𝑘, 𝑙)

presented as boundary images. Fig. 3 displays the ground truth images
associated with two different original images in the BSDS500 dataset.
We refer to the boundary images taken as ground truth for a given
original one as a class.

Although labellers do incur in a high variability when analysing or
segmenting images, humans are generally able to group those images
produced after the same original image [48]. Otherwise said, any hu-
man would be able to differentiate which boundary images are created
from the same original image (intra-class comparisons) and which are

not (inter-class comparisons). Any comparison measure should be able
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Fig. 3. Boundary ground truth images from the BSDS500 Test set. Different human labellers lead to a high variability among images belonging to the same class.
to replicate this human capability, yielding lower values for inter-
class images than for intra-class ones. We intend, in fact, to evaluate
different comparison measures on the basis of how well they are able
to discriminate intra-class from inter-class pairs of boundary images, as
is further detailed in Section 5.3.

5.2. Alternative cost functions for the generation of ultrametric trees

Cost functions for the construction of ultrametric trees can be based
on the comparison of sets of images, regardless of their cardinality.
However, very few measures in literature allow for 𝑁-to-𝑀 comparison
of binary images. Nevertheless, 1-to-1 comparison measures can be
used for the generation of 𝑁-to-𝑀 comparison measures, further used
as cost functions. Specifically, in this experiment, we will use two 1-to-1
comparison measures to generate a cost function as in Eq. (1):

(i) Baddeley’s Delta Metric (𝛥𝑘) [54,55] is a popular comparison
measure derived from the Hausdorff metric [11,16]. Let 𝐼, 𝐽 ∈ B
be two binary images on 𝛺 and 𝑚 a metric on 𝛺. The distance
between 𝐼 and 𝐽 , as measured by BDM, is then given by

𝛥𝑘(𝐼, 𝐽 ) =

[

1
|𝛺|

∑

𝑝∈𝛺

|

|

𝑤(𝑚[𝐼](𝑝)) −𝑤(𝑚[𝐽 ](𝑝))||
𝑘
]

1
𝑘

, (6)

where 𝑤 ∶ R+ ↦ R+ is a concave function with 𝑤(𝑥) = 0 if and
only if 𝑥 = 0, 𝑘 ∈ R+ and 𝑚 is an image distance transformation
defined by

𝑚[𝐼](𝑝) = min
𝑝′∈𝐼

𝑚(𝑝, 𝑝′) , (7)

for all 𝑝 ∈ 𝛺.
In our experiments, we set 𝑤(𝑥) = 𝑥, 𝑘 = 2, and 𝑚 = 𝑚𝑡, so
that 𝑚𝑡(𝑝, 𝑝′) = min(𝑡, 𝑑euc(𝑝, 𝑝′)) for any 𝑝, 𝑝′ ∈ 𝛺, with 𝑑euc the
Euclidean metric and 𝑡 ∈ {2.5, 5, 10}. We refer to this comparison
measure as 𝛥𝑡.

(ii) The Symmetric Difference (SD) [7], a distance-based error mea-
sure between binary images. Let 𝐼, 𝐽 ∈ B be two binary images
on 𝛺 and 𝑚 a metric on 𝛺. The distance between 𝐼 and 𝐽 , as
measured by SD, is then given by

SD𝑘(𝐼, 𝐽 ) =
(
∑

𝑝∈𝐽  𝑘
𝑚 [𝐼](𝑝) +

∑

𝑝∈𝐼  𝑘
𝑚 [𝐽 ](𝑝))1∕𝑘

|𝐼 ∪ 𝐽 |1∕𝑘
, (8)

where 𝑘 ∈ R+ and 𝑚 is an image distance transformation defined
by Eq. (7).
In our experiments, we set 𝑘 = 2, and 𝑚 = 𝑚𝑡, so that 𝑚𝑡(𝑝, 𝑝′) =
min(𝑡, 𝑑euc(𝑝, 𝑝′)) for any 𝑝, 𝑝′ ∈ 𝛺, with 𝑑euc the Euclidean metric
and 𝑡 ∈ {2.5, 5, 10}. We refer to this comparison measure as SD .
7

𝑡

5.3. Separability analysis

Evaluating the performance of a comparison measure is far from
trivial. In general, it is unclear which numerical values a comparison
measure shall yield in the comparison of complex objects. In the case of
binary image comparison, it is complicated to determine the numerical
values comparison measures are meant to produce. The most obvious
option would be to ask humans to perform numerical evaluations of
similarity or dissimilarity between binary images; this is a challenging
quest, since humans do not rate well in numerical terms, and are both
unstable and inconsistent when performing such evaluations.

In this work, we analyse whether different comparison measures for
binary images are able to discriminate when two boundary images in
the BSDS500 are generated from the same original image or not; that is,
whether the comparison measure generates larger (dissimilarity) values
for inter-class comparisons than for intra-class comparisons. Since this
is a task humans can perform with little effort, it can be used as a bare
measurement of compliance with human behaviour.

The candidate comparison measures for the separability analysis are
the following:

(i) Direct comparison measures: HD𝑇 , 𝛥𝑡 and SD𝑡. Here, HD𝑇 is a
one-to-one comparison measure derived from the scaled hetero-
geneity measure: HD𝑇 (𝐴,𝐵) = 𝛹𝑇 ({𝐴}, {𝐵}) = 𝐻∗

𝑇 ({𝐴,𝐵});
(ii) Tree-based ultrametrics: Ultrametrics with cost functions 𝛹𝑇 and

𝛤𝑐 (with 𝑐 either 𝛥𝑡 or SD𝑡). These ultrametrics will be referred to
as UMT-𝛹𝑇 , UMT-𝛤𝛥𝑡 and UMT-𝛤SD𝑡

, respectively.

First, we compute the intra-class and inter-class comparisons be-
tween each ever two boundary images in the BSDS500 dataset, using
the six candidate comparison measures (three of them based on ul-
trametric trees). The BSDS500 Test set contains 200 different classes,
with 1063 images in total. This implies that the number of inter-class
comparisons is multiple orders of magnitude larger than the intra-
class ones. We also computed the accuracy (Acc) of discrimination of
the distributions for each possible threshold. Ideally it should hold
that Acc = 1 for at least one threshold, if both distributions were
non-overlapping, resulting in total separability.

In Fig. 4 we present the distributions and the accuracy for the
BSDS500 Test set of the comparison measures presented in Section 5.2.
The upper rows contain the distributions obtained with direct compar-
ison measures (HD𝑇 , 𝛥𝑡, SD𝑡), whereas the lower rows contain those
obtained with ultrametric-tree-based comparison measures (UMT-𝛹𝑇 ,
UMT-𝛤𝛥𝑡 , UMT-𝛤SD𝑡

). Results are replicated with 𝑡 ∈ {2.5, 5, 10}, where
𝑡 is both the parameter in 𝛥𝑡 and SD𝑡 and the radius of the structuring
element 𝑇 (a disc) in HD𝑇 and UMT-𝛹𝑇 . Note that due to the large
difference between the number of intra- and inter-class comparisons,
the distributions are recorded in percentage terms. Note also that
distributions take up the left axis, while Acc is expressed on the right
one, taking values between 0.5 and 1.
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Fig. 4. Distributions and accuracy of the values yielded by HD𝑇 , 𝛥𝑡, SD𝑡, UMT-𝛹𝑇 , UMT-𝛤𝛥𝑡
and UMT-𝛤SD𝑡

with 𝑡 ∈ {2.5, 5, 10}, for inter- and intra-class pairs of ground truth
images in the BSDS500 Test set [49]. Distributions configured with 100 bins.
Overall, the distributions of intra- and inter-class comparisons in
Fig. 4 are fairly separable for all comparison measures, whether based
on ultrametric trees or not. Intra-class comparisons normally yield
lower values than inter-class comparisons for all configurations, repli-
cating human behaviour correctly. Nevertheless, it can be observed at
first sight that some comparison measures produce intra- and inter-
class distributions that are, visually, more distant than others. It is
difficult to appoint the best configuration from the data in Fig. 4.
While comparisons based on SD𝑡 peak, in terms of Acc, higher than
any other contending comparison measure, other measures (notewor-
thingly, UMT-𝛹𝑇 ) produce a larger area under the curve of Acc.

Focusing on the comparison between standard (direct) and tree-
based comparison measures, we find different interesting facts. At
first sight, each of the direct comparison measures behaves differently
when combined with a tree-based strategy. While UMT-𝛹𝑇 presents a
notable improvement w.r.t. HD𝑇 , the results by UMT-𝛤SD𝑡

and UMT-𝛤𝛥𝑡
remain almost equal to those by SD𝑡 and 𝛥𝑡, respectively. This might
indicate that the use of ultrametric trees leads to better or worse
results depending on the suitability of the cost function it is based
on. Hence, comparison measures such as HD𝑇 (also, 𝛹𝑇 ), which are
intrinsically suitable for 𝑁-to-𝑀 comparison, perform better when
used to produce cost functions within the tree-based strategy, while
unsuitable comparison measures (such as 𝛥𝑡 and SD𝑡) do not benefit
8

clearly from such use.
A more exhaustive analysis of class separability can be based on
the separability criteria presented in [56], namely the weak, moderate,
strong and total separability. These criteria provide an evaluation
of the efficiency of the comparison measure mimicking the human
behaviour, i.e., their capability to differentiate between intra- and
inter-class images.

A dataset for image processing can be modelled as a triplet D =
(𝐈,𝐄, 𝜆) such that

(i) 𝐈 = {𝐼1,… , 𝐼𝑘} ⊆ G is the set of original images in the dataset;
(ii) 𝐄 = {𝐸1,… , 𝐸𝑛} ⊆ B is the set of ground truth images in the

dataset;
(iii) 𝜆 ∶ {1,… , 𝑛} → {1,… , 𝑘} is a mapping such that 𝜆(𝑖) = 𝑗 if the

image 𝐸𝑖 was created by a human from image 𝐼𝑗 .

Let D be a dataset and 𝑞 be a metric or dissimilarity measure used
to compare the binary images. The four separability criteria are defined
as follows.

(S1) Weak separability: The pair (D, 𝑞) is weakly separable if

min
𝜆(𝑖)=𝜆(𝑗)

𝑖≠𝑗

𝑞(𝐸𝑖, 𝐸𝑗 ) ≤ min
𝜆(𝑖)≠𝜆(𝑟)

𝑞(𝐸𝑖, 𝐸𝑟) ,
for all 𝑖 ∈ {1,… , 𝑛}.
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Fig. 5. Separability ratios [56] obtained by different binary image comparison measures on the BSDS500 Test set [49]. Each plot represents a different ratio of separability, while
each circle represents one configuration of each specific comparison measure.
5

s
w
t
t
s
e
i
m
i

t
r
h
(
o
i
t
p
g

f
i
i
f
i
a
a
t
p
i

d
i
t

(S2) Moderate separability: The pair (D, 𝑞) is moderately separable if

max
𝜆(𝑖)=𝜆(𝑗)

𝑞(𝐸𝑖, 𝐸𝑗 ) ≤ min
𝜆(𝑖)≠𝜆(𝑟)

𝑞(𝐸𝑖, 𝐸𝑟) ,

for all 𝑖 ∈ {1,… , 𝑛}.
(S3) Strong separability: The pair (D, 𝑞) is strongly separable if

max
𝜆(𝑖)=𝜆(𝑗)=𝑚

𝑞(𝐸𝑖, 𝐸𝑗 ) ≤ min
𝜆(𝑟)=𝑚
𝜆(𝑠)≠𝑚

𝑞(𝐸𝑟, 𝐸𝑠) ,

for all 𝑚 ∈ {1,… , 𝑘}.
(S4) Total separability: The pair (D, 𝑞) is totally separable if

max
𝜆(𝑖)=𝜆(𝑗)

𝑞(𝐸𝑖, 𝐸𝑗 ) ≤ min
𝜆(𝑟)≠𝜆(𝑠)

𝑞(𝐸𝑟, 𝐸𝑠) .

The criteria are presented in increasing severity. In this way, for any
air (D, 𝑞), it holds that

4 ⇒ S3 ⇒ S2 ⇒ S1 .

In Fig. 5, we present the separability ratios on the BSDS500 Test
et, using the six comparison measures in Fig. 4, each configured with
∈ {2.5, 5, 10}. We observe that increasing the severity of the criteria
ntails an expected decrease of the associated ratio. Overall, the results
n Fig. 5 are in line with those in Fig. 4: Well-tailored cost functions
such as 𝛹𝑇 ) lead to an improvement in the separability criteria when
sing ultrametric trees. Cost functions artificially prepared for 𝑁-to-𝑀
omparisons can lead to no or little gain (UMT-𝛤SD𝑡

,UMT-𝛤𝛥𝑡 ). Still,
onsidering the separability analysis in its entirety, we can state that
MT-𝛹𝑇 is preferred over measures built on ultrametric tress using
omparison measures that are unsuitable for 𝑁-to-𝑀 comparisons
such as 𝛥𝑡 and SD𝑡), on the basis of the greater area-under-the-curve
n terms of Acc in Fig. 4. The results seem to confirm the intuition that
omparison measures that actually model information at each non-leaf
ode, as HD𝑇 , perform more according to human behaviour, and hence
btain better results in the task of class discrimination. However, those
hat produce no intermediate representation at such nodes fail to make
se of coincidental and divergent information in the images at each
9

ode.
.4. Experiments on computer-generated boundary images

The results obtained so far have been based on the BSDS500 Test set,
pecifically on human-made ground truth images. This sheds doubt on
hether the conclusions can be ported to scenarios in which the images

o be compared are computer-generated. Note that, while edge detec-
ion and segmentation methods produce boundary images relatively
imilar to those by humans, they normally incur in different types of
rrors. While humans are prone to missing objects or (slightly) displac-
ng the marked boundaries from their actual positions, computer-based
ethods often fall into texture misinterpretation and false positives on

rrelevant objects.
In order to confirm that our conclusions are valid regardless of

he origin of the images to be compared, the experiments have been
epeated using computer-generated boundary images. Specifically, we
ave used the state-of-the-art, superpixel-based method by Lei et al.
SFFCM, [57]). This method generates a hierarchical interpretation
f the regions in an image, so it can produce different boundary
mages (more precisely, boundary images at different levels of clus-
ering/refinement). We have generated six different boundary images
er original image in the BSDS500 Test set, totalling 1200 computer-
enerated images.

Fig. 6 replicates the configuration in Fig. 4, but displays the results
or the comparison of human-made to computer-generated images. The
ntra-class distribution is composed of the comparisons between two
mages: a human-made and a computer-generated image, both created
rom the same original image. Equivalently, the inter-class distribution
s composed of the comparisons between two images: a human-made
nd a computer-generated image, created from different original im-
ges. Note that, as in Fig. 4, due to the large difference between
he number of intra- and inter-class comparisons, the distributions are
resented in percentage terms on the left axis. Note also that the Acc
s displayed on the right axis, taking values between 0.5 and 1.

In Fig. 6, we observe that the results are coincident with those
erived from Fig. 4. Due to the increased number of imperfections
n computer-generated images (w.r.t. human-made images), the dis-
ributions are (visually) more overlapping. In fact, Acc is generally
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Fig. 6. Distributions and accuracy of the values yielded by HD𝑇 , 𝛥𝑡, SD𝑡, UMT-𝛹𝑇 , UMT-𝛤𝛥𝑡
and UMT-𝛤SD𝑡

with 𝑡 ∈ {2.5, 5, 10}, for inter- and intra-class pairs of ground truth
images in the BSDS500 Test set [49] and automatically-generated boundary images using the SFFCM method [57]. Distributions are configured with 100 bins.
lower in Fig. 6 than in Fig. 4. Nevertheless, the main conclusions still
stand. Incorporating context-awareness, through the use of ultrametric
trees, is advisable when the cost functions are prepared for 𝑁-to-𝑀
comparisons. Applying comparison measures ill-prepared for 𝑁-to-𝑀
comparisons using ultrametric trees, and producing a context-aware
ultrametric, provides little or no gain in performance. In the case of
HD𝑇 , however, the separability improves significantly when applying
ultrametric trees (UMT-𝛹𝑇 ) instead of direct comparisons (HD𝑇 ), reach-
ing a similar, if not higher peak in Acc and, very importantly, a larger
area under its curve.

6. Conclusions

In this work we introduced a context-aware comparison measure
based on ultrametric trees for binary images. In order to obtain quanti-
tative 𝑁-to-𝑀 comparisons, we applied the Twofold Consensus Ground
Truth (TCGT) [23], more specifically the resulting scaled heterogene-
ity, avoiding the strategy of reusing 1-to-1 comparison measures. We
applied our algorithm to the BSDS500 Test set [49], and performed a
separability analysis, obtaining the corresponding accuracy and ratios.

As a conclusion, we can affirm that the construction of an ultra-
metric tree applying simple mathematical notions allows for context
10
modelling in binary image comparison. Nevertheless, such construction
must be supported by a cost function that provides a quantification for
the selection of node pairs and shall be carefully studied. Using the
TCGT allows for comparisons involving different cardinalities, while
providing high separability values. Hence we can state that our algo-
rithm not only provides a context-aware comparison measure, but also
a better replication of human behaviour.

Context-aware ultrametrics could be used to compare multichannel
images, such as colour or multi/hyperspectral ones. Such application
should, in fact, leverage the use of tools that are barely studied for
binary images. For example, the modelling of the information at each
node, supporting 𝑀-to-𝑁 comparisons, could be based on image fusion
(hence representing each node with one or several fused images).
As stated by Ghassemian, the number of scientific papers [on image
fusion] published in the international journals increases dramatically since
2010 [58]. While many of such works are context-specific (e.g., remote
sensing [58,59]), the diversity of solutions for colour image fusion [60,
61] hints at a vast potential for modelling node information and
subsequent generation of 𝑀-to-𝑁 comparison operators. This potential
could render into improvements in tasks as image retrieval [62], which
is fundamentally based on image comparison.
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