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Abstract 
We propose a method for determination of transition probabilities by laser-induced breakdown spectroscopy that 
avoids the error due to self-absorption. The method relies on CSigma graphs, a generalization of curves of growth 
which allows including several lines of various elements in the same ionization state. CSigma graphs are 
constructed including reference lines of an emitting species with well-known transition probabilities, together with 
the lines of interest, both in the same ionization state. The samples are fused glass disks prepared from small 
concentrations of compounds. When the method is applied, the concentration of the element of interest in the 
sample must be controlled to avoid the failure of the homogeneous plasma model. To test the method, the transition 
probabilities of 9 Ca II lines arising from the 4d, 5s, 5d and 6s configurations are measured using Fe II reference 
lines. The data for 5 of the studied lines, mainly from the 5d and 6s configurations, had not been measured 
previously. 
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1. Introduction 
 

Accurate data for transition probabilities of spectral lines of neutral and ionized atoms are necessary for the 
diagnostics of different types of plasmas, including astrophysical, laboratory, fusion and industrial plasmas. From 
a theoretical point of view, transition probability calculations are very sensitive to the interaction schemes used, 
so experimental data allow testing the validity of the atomic structure models. However, for many atoms and ions, 
the available data are scarce or suffer from high uncertainty. Ionized calcium has been used in astrophysical 
observations from galaxies, interstellar gas clouds, stars [1, 2] and meteors [3], mainly the relevant H and K lines. 
Laboratory experiments involving transitions between the low energy levels of the Ca II have been recently used 
to study the optical frequency standard and quantum information processing [4, 5]. Previous values of transition 
probabilities of Ca II were firstly obtained by Gallagher [6] for three spectral lines arising from the 4p level 
introducing atomic vapours into an argon discharge. Branching ratios precision measurements were performed for 
the same lines by Gerritsma et al. [7] with a single calcium ion suspended in a linear Paul trap. The only 
experimental measurements found in the literature for other lines were carried out by Andersen et al. [8] using the 
beam-foil technique to obtain oscillator strengths including 4d, 5s and 5d levels in the Ca II spectrum. Although 
there is a shortage of experimental data, theoretical calculation of transition probabilities of Ca II has received a 
considerable effort due to its quasi-hydrogenic nature. There is good agreement between works only related to the 
lower levels [9, 10] whilst several theoretical approaches have been used with different agreement for calculations 
including higher energy levels. Biemont [11] obtained new oscillator strengths for the potassium isoelectronic 
sequence by Hartree-Fock wavefunctions. A relativistic pseudopotential approach was employed by Hafner and 
Schwarz [12] whereas a core polarization potential was tested by Laughlin [13]. Meléndez et al. [14] concluded, 
by using the Thomas-Fermi-Dirac central potential method, that polarization interaction can affect the oscillator 
strength by up 12%. Mitroy and Zhang [15] employed the semiempirical approach whilst a systematic study of the 
ionized calcium was carried out by Safronova and Safronova [16] using a relativistic high order method. In order 
to test the different theoretical methods used, a lack of experimental measurements remains, where self-absorption 
is one of the most important sources of error. 

Laser-induced breakdown spectroscopy (LIBS) has been increasingly accepted as a technique suitable for 
the measurement of atomic data, including transition probabilities [17] and Stark broadening and shift parameters 
[18]. Two approaches were used in early works for the determination of transition probabilities by LIBS [17]. One 
of them was based on the measurement of branching ratios from the relative intensities in the LIBS spectra. The 
absolute transition probabilities were then obtained using experimental lifetimes and line-strength sum rules. In 
the second approach, a Boltzmann plot is constructed using lines with known transition probabilities from the 
literature. Then, the absolute transition probabilities of the lines of interest are deduced from the Boltzmann plot 
and the measurement of the corresponding line intensity. This method relies on the existence of local 
thermodynamic equilibrium in the plasma, whose excitation temperature is determined. The two methods 
described require that the lines used are emitted in optically thin conditions. Generally, this requirement is not 
easily accomplished in laser-induced plasmas, which are sources characterized by a high density. The usual method 
to ensure optically thin conditions consists in reducing the concentration of the emitting element in the sample and 
performing an estimation of self-absorption. However, the suitable concentration is different for each of the lines 
of interest, as self-absorption depends on the line intensity and line width. In previous works [19, 20], our group 
has determined transition probabilities by LIBS using a method that avoids self-absorption, based on the 
measurement and calculation of curves of growth. This method requires the knowledge of transition probabilities 
and Stark widths for a group of lines of the atom or ion investigated. From the curves of growth of these lines, the 
plasma is characterized by a small set of parameters and then the oscillator strengths of the lines of interest are 
determined by fitting their experimental curves of growth. A disadvantage of this method is the need for a relatively 
wide set of samples of known concentrations. Also, characterization is performed from several curves of growth 
of different lines, which implies a certain complexity in the fitting process. 

In a recent work [21], our group has introduced Cσ graphs as generalized curves of growth, which allow 
including several lines of various elements in the same ionization state at different concentrations. In [21], Cσ 
graphs are proposed as a new approach for plasma characterization in LIBS. In the present work, we describe a 
method for measurement of transition probabilities based on Cσ graphs. This method aims at avoiding self-
absorption in the measurement and overcoming the drawbacks of our previous approach based on conventional 
curves of growth. To test the method, transition probabilities of Ca II lines are measured and the results are 
compared to available values in the literature. 
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2. Measurement procedure 
 
2.1 Cσ graphs 
 

The method for plasma characterization based on Cσ graphs was described in detail in our previous work 
[21], so only the main definitions and equations are recalled here. By integrating the radiative transfer equation 
for a homogeneous plasma in local thermodynamic equilibrium, the following expression is obtained for the 
wavelength-integrated line intensity 

 
( )( ) ( )( )'

line line
1 1 k l

P PI AL e d AL e dτ λ λβ λ β λ− −= − = −∫ ∫ , (1) 

 
where A is the transverse area of the region of the plasma whose emission is detected, β is the instrumental factor 
of the system, ( )0 ,P PL L Tλ=  is the Planck radiance of a blackbody, considered constant in the integration over 

the line profile and calculated at the plasma temperature T and at the central wavelength λ0 of the transition, ( )τ λ

is the optical depth, ( )k λ′  is the effective absorption coefficient and l is the length of the plasma along the line-
of-sight. Two assumptions are made at this point: the laser-induced plasma is formed only by neutral atoms and 
singly-charged ions and the stoichiometry in the ablation process is maintained. With these assumptions, the 
optical depth may be factorized as follows 
 

( ) ( )   t iC Nl k r Vτ λ λ=  (2) 
 
where C is the concentration of the emitting element in the sample expressed as atomic fraction (at/at), N is the 
total density in the plasma and V(λ) is the line profile, which is described by Voigt profile. The remaining two 
factors in Eq. (2) have been defined as follows. On one side, the coefficient ( )tk T  for a transition, dependent on 
the atomic data of the transition and the temperature, is defined by 
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where e is the elementary charge, 0ε  is the permittivity of free space, m is the electron mass, c is the speed of light 

in vacuum, f is the transition oscillator strength, ig  is the degeneracy of the lower energy level, , i kE E  are the 
energies of the lower and upper energy levels respectively, k is the Boltzmann’s constant, T is the absolute 
temperature, and ( )zU Tα  is the partition function of the emitting species (element α at ionization state z). On the 

other side, the ionization factor ( ),i er T N , dependent on electron density Ne and temperature, is defined as 
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In these equations, ( )10 , eS T N  is the ratio between the density of singly-charged ions 1Nα  and that of neutral 

atoms 0Nα , which is provided by the Saha equation 
 

( )
3/21 1 0 0

10
0 0 2

2
, exp

2e
e

N U E EmkTS T N
kTN N U

α α

α α π
∞ ∞ − ∆ = = −  

   

, (5) 

 
where / 2h π= , 0E∞  is the ionization energy and 0E∞∆  is the correction thereof due to interactions in the 
plasma. 

To construct a Cσ graph from several emission lines of various elements in the same ionization state, a line 
cross section ( ),l eT Nσ  is calculated for each spectral line, defined by 
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where ΔλL is the Lorentzian width of the line, which is obtained from the electron density and the Stark width, 
assuming that the main broadening mechanism in the plasma is the Stark effect. The Cσ graph has abscissas and 
ordinates defined by the following relation 
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In our previous work [21] it was shown that, when lines of different widths are included in the Cσ graph defined 
by Eq. (7), the data follow a smooth behaviour for low to moderate values of the abscissa and Lorentzian widths 
higher than 0.01 Å (damping ratios a > 1). Moreover, a common linear limit with slope given by the product βA×Nl 
exists as 0lCσ →  and self-absorption tends to disappear. A consequence of this behaviour in experimental Cσ 
graphs is that, taking into account the errors, the data for different Lorentzian widths form a single curve within a 
good approximation. From Eq. (1), using Eq. (2) for the optical depth, numerical integration allows to calculate 
the ordinate of a Cσ graph for the same values of the abscissa plotted in the experimental graph. In this calculation, 
the values of T, Ne are determined independently (by the Boltzmann plot and Stark broadening methods), whereas 
typical initial values of βA, Nl are introduced. The fitting of the experimental Cσ graph to such calculated Cσ 
curves provides the parameter βA, the columnar density Nl and a value of the temperature T, which is very similar 
to that resulting from the Boltzmann plot. These parameters, together with the electron density Ne, characterize the 
plasma for the corresponding ionization state. On the other side, from the four parameters, a theoretical Cσ curve 
may be calculated that characterizes the LIBS system for a given ionization state. In the present work, Cσ graphs 
are used for the determination of transition probabilities of Ca II lines. To this aim, a set of reference Fe II lines, 
whose transition probabilities are known, are used to construct an accurate Cσ graph. Table 1 lists the Fe II lines 
used, together with their atomic data. The transition probabilities have been taken from the compilation by Fuhr 
and Wiese [22]. The Ca II lines of interest are listed in Table 2, with their transition probabilities and oscillator 
strengths obtained from the NIST Atomic Database [23]. The Stark widths for most of the Fe II and Ca II lines 
have been measured in previous works of our group [24-27]. To illustrate Cσ graphs and their application for 
transition probability determination, we have calculated one of such graphs including the Fe II reference lines of 
Table 1 and the Ca II lines numbered 1-5 in Table 2. This theoretical Cσ graph has been obtained for typical values 
of the electron density, temperature and columnar density in the plasma. Also, typical values of the Fe and Ca 
concentrations found in fused glass samples have been used in this example. The resulting Cσ curve is shown in 
Fig. 1, where the points in the curve corresponding to Ca II lines are numbered as in Table 2. The linear limit for 

0lCσ →  is also displayed in the figure. Figure 1 shows that, in spite of the different widths of the Fe II and Ca II 
lines, in the range 0.036-0.052 Å for Fe II and 0.49-0.77 Å for Ca II, the data follow a very smooth behaviour, 
which allows assuming that they belong approximately to a unique Cσ curve. 
 
2.2 Model limit 
 

In the theoretical framework described in the previous subsection, a homogeneous model of the laser-
induced plasma is used in the integration of the radiative transfer equation performed to obtain the line intensities. 
However, laser-induced plasmas are in fact inhomogeneous sources having spatial gradients of their characteristic 
parameters. As a consequence, as described in [21], Cσ curves calculated using the model of homogeneous plasma 
will not be able to provide accurately the ordinate of Cσ graphs for experimental data corresponding to intense 
lines or high concentrations. The approach used to account for this limitation consists in defining a limit for the 
validity of the homogeneous model. To obtain this limit, we previously define a line optical depth ( ),l eT Nτ  for 
each data of a Cσ graph, which may be expressed as 
 

  l lC Nlτ σ= . (8) 
 
To check if the data exceed the model limit, the following quantity is evaluated 
 

  l L t iC Nl k rτ λ∆ = . (9) 
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Indeed, the product l Lτ λ∆  increases as the columnar density Nl increases, the concentration increases, or the line 
considered has a higher intensity (high t ik r ). The model limit (τlΔλL)lim is established experimentally by the 
convergence of χ2 in the fitting of the Cσ graph as the data with higher values of l Lτ λ∆  are successively eliminated. 
In our previous work [21], the model limit obtained was ( )lim

0.1l Lτ λ∆ ≅  Å for a laser-induced plasma generated 
in similar experimental conditions to those of the present work. 
 
2.3 Procedure for determination of transition probabilities 

Once we have obtained a Cσ graph including reference lines as well as the lines of interest, with all its data 
fulfilling the condition for model validity, the procedure for determining the transition probabilities is 
straightforward. From the fitting of the data corresponding to the reference lines, the characteristic plasma 
parameters and, from them, the Cσ curve are obtained. As the abscissa of the data depends on the oscillator strength 
f through the line cross section σl, an error in the value of f shifts the abscissa in the graph, taking the point out of 
the curve. The new value of the oscillator strength is then determined by an iterated process which fits the abscissa 
of the point to that of the numerically-calculated reference curve. It is also possible, using various samples, to 
include in this procedure data corresponding to several concentrations for the same line. However, this approach 
assumes the absence of matrix effects in the formation of the plasma, so that the plasma parameters are the same 
for the different samples. In the case where no previous data are available for the transition probability, the 
procedure is initialized using an arbitrary value for the oscillator strength. 
 
3. Experiment 
 

The experimental system is the same used in previous works [20, 24], so it is only described briefly. Laser-
induced plasmas are generated by focusing a Nd:YAG laser (wavelength 1064 nm, pulse energy 60 mJ, pulse 
width 4.5 ns) at right angles onto the sample surface, in air at atmospheric pressure. The focusing lens has a focal 
length of 126 mm and the lens to sample distance is 122 mm. The plasma emission is collected at a small angle 
from the laser beam direction by a pair of flat and concave mirrors, which form a 1:1 image on the entrance slit of 
the spectrometer (Czerny-Turner, focal length 0.75 m, gratings of 3600 and 1200 lines mm-1). The instrumental 
width obtained with the grating of 3600 lin mm-1, used for the measurement of Cσ graphs, is 0.135 Å. The detector 
is an intensified charge-coupled device having 1200x256 effective pixels. The spectral efficiency of the system 
has been measured using calibrated tungsten and deuterium lamps. During the measurements, the emission of 100 
lasers shots is accumulated while the sample rotates at 100 rev min-1. 

The samples are fused glass disks, prepared from pure compounds by fusion in a lithium borate mixture. In 
a previous work [26], it was shown that fused glass samples are advantageous for the measurement of Stark widths 
by LIBS, as the spectra show high line-to-continuum ratios, so that small concentrations in the sample may be 
used. In the present work, the samples have been prepared from high purity CaCO3 and Fe2O3. The content of the 
compounds in the samples has been selected to produce the desired Fe and Ca concentrations, expressed in atomic 
fraction (at/at) and shown in Table 3. 
 
4. Results and discussion 

 
4.1 Plasma characterization 
 

The plasma emission has been detected using a time gate with a delay of 1.6 μs from the laser pulse and a 
width of 0.4 μs. A home-made computer program based on least-squares fitting is used to obtain the line intensities 
and widths from the measured spectra. The electron density of the laser-induced plasma has been measured from 
the Stark broadening of the Hα line by the same procedure described in previous works [24-27]. The electron 
density obtained is (1.78 ± 0.2)×1017 cm-3, the value for the three samples used being the same within the statistical 
error. The parameters βA and Nl have been determined from the Fe II data of the Cσ graph shown in Fig. 2, 
measured using sample A. The error bars in all the experimental plots in this work represent the standard deviation 
of the average of five measurements at different positions in the sample. The Fe content of sample A is large 
enough to produce a noticeable self-absorption of the Fe II lines with higher line cross section σl, as can be seen 
in the plot of Fig. 2, where the linear limit is displayed. The self-absorption of the more intense Fe II lines allows 
to obtain the βA and Nl parameters from the fitting of the experimental data to calculated Cσ curves. The Boltzmann 
plot shown in Fig. 3 has also been constructed using the less intense Fe II lines, which show a negligible self-
absorption in the plot of Fig. 2. The temperature T determined from the slope of the Boltzmann plot is 13500 ± 
250 K. As explained in our previous work [21], the plasma temperature is also deduced from the Cσ graph, as a 
wrong temperature value results in a shift of the temperature-dependent abscissas of the data, which increases the 
χ2 of the fitting to a Cσ curve. Thus, an iterated process leads to a temperature value which is the same as that 
resulting from the Boltzmann plot within the experimental error. Once the temperature is known, the fitting of the 
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Fe II data in the plot in Fig. 2 provides the columnar density Nl = (2.5 ± 0.4)×1020 m-2. The βA parameter is also 
determined from the fitting, which completes the characterization of the plasma, allowing also to plot the final Cσ 
curve, shown in Fig. 2. 

As can be seen in Fig. 2, the Fe II data of the Cσ graph show relatively small deviations from the Cσ curve, 
which implies that the experimental errors are small and, more importantly, that the reported uncertainties in the 
transition probabilities of the Fe II lines are likely overestimated. The result is that accurate Cσ graphs may be 
obtained using the Fe II lines, providing a precise characterization of the plasma by the set of plasma parameters 
and the Cσ curve. 
 
4.2 Determination of transition probabilities 
 

In the plot of Fig. 2, obtained using sample A, we notice that the data corresponding to the Ca II lines 
undergo high deviations from the Cσ curve, especially for the more intense lines at 3179.331 Å and 3158.869 Å, 
numbered 3 and 4 respectively in Table 2. This deviations, which could be initially attributed to the errors of the 
transition probabilities, are actually due to a greater extent to the failure of the homogeneous plasma model. To 
verify this, we have obtained the values of l Lτ λ∆  for the lines 1-5, calculated with the Ca concentrations of 
samples A and B. The results are listed in Table 4, where we can see that, for sample A and the more intense Ca 
II lines 3, 4 and 1, the values of l Lτ λ∆  are over 0.1 Å, whereas for the weaker lines 2 and 5 the values are lower. 
According to the discussion in subsection 2.2, the data exceeding the model limit are not well described by the 
homogeneous plasma model and should not be included in Cσ graphs. The solution to this problem consists in 
using a sample with a lower Ca concentration. We have checked that, as the Ca concentration is decreased, the 
data for the more intense lines 3 and 4 gradually approach the Cσ curve. This behavior converges for these lines 
as the Ca concentration approaches that of sample B. In Table 4 we see that, for the smaller concentration of 
sample B, the value of l Lτ λ∆  is clearly below 0.1 Å even for the more intense lines 3 and 4. Therefore, we 

estimate the model limit in our experiment as ( )lim
0.1l Lτ λ∆ ≅  Å, in agreement with the value found in our former 

work [21]. Figure 4a shows the Cσ graph obtained with sample B. As can be seen, according to the low Ca 
concentration in the sample, self-absorption is not noticeable in the graph. Thus, the Cσ curve is linear and the 
fitting parameter is the slope βA×Nl. In Fig. 4a, we also notice that the data for the Ca II lines 3, 4 and 1 are close 
to the Cσ curve. The positions of the Ca II data are best seen in Fig. 4b, where the Fe II data have been removed. 
The transition probabilities for the Ca II lines have been determined from the data in this graph by the procedure 
described in subsection 2.3. From the figure, we may notice that the new values will be in good agreement with 
the data in the NIST Atomic Spectra Database, used to construct the graph. As the Cσ graphs used in the final 
measurements are linear or show only weak self-absorption, the statistical error of the resulting transition 
probability is estimated as the quadratic combination of the standard deviation of the ordinate of the Ca II data and 
the standard deviation of slope βA×Nl. For the set of lines studied, the statistical error is lower than 3%. It is worth 
noting that, for a curve showing self-absorption as that of Fig. 2, the standard deviation of the product βA×Nl is 
much lower than those of the parameters βA and Nl. For the plot of Fig. 4, the standard deviation of βA×Nl is only 
0.6% and a standard deviation of about 1% is typical for this parameter. 

The observation in the spectra of the weaker Ca II lines 6-9, which arise from the 5d and 6s configurations, 
requires to increase the Ca concentration in the sample. Therefore, sample C (see Table 3) has been used to obtain 
the Cσ graph for these lines (not shown), including the same reference Fe II lines listed in Table 1. In spite of the 
higher Ca concentration, the data in the graph are below the model limit for these weaker lines. As will be seen in 
the next subsection, the values obtained for the transition probabilities show in this case significant differences 
with the theoretical values reported in the literature. On the other side, the resonance Ca II lines have not been 
included in the study because, due to their high intensity, the model limit imposes that the Ca concentration in the 
sample must be reduced to extremely low values, which spoils the accuracy of the measurements. 
 
4.3 Results for transition probabilities 
 

The experimental transition probabilities obtained are shown in Table 5, together with previous results from 
the literature. The error of the transition probability displayed in the table is the total experimental error. The 
sources of error considered include the error of the spectral efficiency, the uncertainty in the measurement of the 
intensity of Ca II lines, the remaining error due to the plasma inhomogeneity as well as smaller errors as those due 
to the uncertainty in the determination of the plasma temperature, the error of the concentration in the sample and 
the statistical error. Combining these errors, we have estimated the total error of our measurements to be 12% for 
the lines from the 6s and 5d configurations and 7% for the lines from the 5s and 4d configurations, with the 
exception of the line at 3181.275 Å, for which the error is increased to 12% due to its overlapping with the line at 
3179.331 Å. The only available experimental results found in the literature for the transitions investigated in this 
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work were performed by Andersen et al. [8]. The experimental and theoretical values for the transitions originating 
from the 3p65s configuration reported in the references agree to within 7% with our results. Similar agreement is 
obtained for lines arising from the 3p64d configuration, except for the one at 3181.275 Å that only can be compared 
to theoretical calculations with values around 20% lower. Only one experimental result is given for the other lines 
in Table 5, corresponding to 2113 Å, a result corresponding to the overlapping of two lines, at 2112.757 and 
2113.146 Å, with a value 55% higher than ours. The calculations for those lines arising from the 3p66s and 3p65d 
configurations apply different theoretical approaches achieving an agreement better than 10%. Nevertheless 
discrepancies are noticeable by comparing with our results, showing values which are about 60% and 90% higher 
for the lines arising from 6s and 5d levels respectively. Several theoretical calculations results without fine splitting 
approach are listed in Table 6 for comparison with our statistically-weighted measurements. The same behaviour 
is observed for these values, showing discrepancies lower than 8% for transitions from 5s and 4d upper levels and 
values around 60% and 90% higher than ours from 6s and 5d levels respectively. 
 
5. Conclusions 
 

A new method for determination of transition probabilities by laser-induced breakdown spectroscopy is 
proposed. The measurements are performed by means of Cσ graphs constructed starting from several reference 
lines with well-known transition probabilities, which provides accuracy to the results. The use of Cσ graphs and 
curves allows avoiding the systematic error due to self-absorption, whereas the effect of plasma inhomogeneity is 
controlled through the selection of the concentration in the sample based on a model limit. We expect that the 
combination of this method with the use of fused glass samples, which lead to spectra showing increased line-to-
continuum ratios and may be prepared from many different compounds, will allow the measurement of transition 
probabilities of other atoms and ions of interest. 
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Tables 
 
 
 

Table 1 
Reference Fe II lines used to construct the Cσ graphs, with their atomic data and typical kt and σl values. 

λ Ei  Ek  gi gk a
kiA    f a Acc. wb  Acc. c

tk   d
lσ   

(Å) (eV) (eV)   (108 s-1)   (Å) (%) (10-20 m2Å) (10-20 m2) 

            2331.307 0.23 5.55 10 8 0.317 0.0207 B 0.056 15 0.874 15.4 
2338.008 0.11 5.41 4 4 1.13 0.0925 B+ 0.0424 15 1.74 40.6 
2345.339 2.63 7.92 14 12 0.73 0.0520 C 0.038 15 0.424 11.0 
2364.829 0.05 5.29 8 8 0.59 0.0495 B 0.042 15 2.00 47.2 
2368.596 0.35 5.58 6 4 0.606 0.0340 B+ 0.047 15 0.804 16.9 
2375.193 0.39 5.60 4 2 0.981 0.0415 B 0.051 15 0.639 12.4 
2380.762 0.08 5.29 6 8 0.31 0.0351 B 0.039 - 1.05 26.5 
2391.478 0.30 5.48 8 10 0.0377 0.0041 B 0.049 - 0.136 2.77 
2395.626e 0.05 5.22 14 14 1.926 0.1661 B+ 0.040 - 12.1 297 
2404.887 0.08 5.24 6 8 1.96 0.2270 B+ 0.043 - 6.91 159 
2410.520 0.11 5.25 4 6 1.55 0.2030 B+ 0.043 15 4.06 93.1 
2411.069 0.12 5.26 2 2 2.37 0.2070 B+ 0.038 15 2.05 49.3 
2413.311 0.12 5.26 2 4 1.02 0.1790 B+ 0.039 15 1.77 44.9 
2430.079 2.83 7.93 8 10 1.91 0.2110 C+ 0.044 15 0.898 20.2 
2432.262 2.84 7.94 6 8 1.57 0.1860 C+ 0.043 15 0.587 13.5 
2439.302 3.15 8.23 12 14 2.25 0.2340 C 0.039 15 1.15 29.2 
2444.516 2.58 7.65 6 8 2.78 0.3320 C 0.046 15 1.31 28.2 
2585.876 0.00 4.79 10 8 0.894 0.0717 B+ 0.041 15 4.48 108 
2587.945 4.15 8.94 8 10 1.69 0.2130 C - - 0.341 8.44 
2591.543 1.04 5.82 6 6 0.572 0.0576 B 0.047 - 0.916 19.3 
2592.785 4.08 8.86 14 16 2.74 0.3160 C 0.045 15 0.948 20.8 
2598.370 0.05 4.82 8 6 1.43 0.1080 B+ 0.039 - 5.24 131 
2599.396 0.00 4.77 10 10 2.35 0.2390 B+ 0.045 15 15.1 332 
2611.874 0.05 4.79 8 8 1.2 0.1220 B+ 0.0368 14 5.98 161 
2617.618 0.08 4.82 6 6 0.488 0.0501 B 0.038 - 1.80 46.8 
            
aData from Ref. [22]. 
bStark widths at electron density Ne = 1017 cm-3 from references [24-26]. When the uncertainty is not displayed in 
the table, the experimental Stark width is not available, and the average of known Stark widths for lines of the 
same multiplet has been used. When the Stark width is not provided in the table, an average value of 0.04 Å has 
been used. 
cCalculated for T = 14000 K. 
dCalculated for T = 14000 K and Ne = 1017 cm-3. 
eThe lines at 2395.420 Å and 2395.626 Å have been grouped, and the resulting data are indicated. 
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Table 2 
Ca II lines studied in this work, with their atomic data and typical kt and σl values. 

Line Transition levels λ0 Ei  Ek  gi gk a
kiA    f a Acc. wb  Acc. c

tk   d
lσ   

 Upper Lower (Å) (eV) (eV)   (108 s-1)   (Å) (%) (10-20 m2Å) (10-20 m2) 
                 1 3p65s 2S1/2 3p64p 2P03/2 3736.902 3.15 6.47 4 2 1.7 0.18 C 0.67 15 12.2 18.1 
2    2P01/2 3706.024 3.12 6.47 2 2 0.88 0.18 C 0.66 15 6.17 9.26 
3 3p64d 2D5/2 3p64p 2P03/2 3179.331 3.15 7.05 4 6 3.6 0.82 C 0.49 15 41.4 83.7 
4  2D3/2  2P01/2 3158.869 3.12 7.05 2 4 3.1 0.93 C 0.53 15 23.7 44.4 
5  2D3/2  2P03/2 3181.275 3.15 7.05 4 4 0.58 0.088 C 0.51 - 4.45 8.64 
6 3p66s 2S1/2 3p64p 2P03/2 2208.611 3.15 8.76 4 2 0.62 0.023 C 0.73 15 0.578 0.784 
7    2P01/2 2197.787 3.12 8.76 2 2 0.31 0.022 C 0.77 15 0.280 0.360 
8 3p65d 2D3/2 3p64p 2P03/2 2112.757 3.15 9.02 4 6 0.97 0.097 C 0.73 15 2.23 3.03 
9  2D5/2  2P01/2 2103.235 3.12 9.02 2 4 0.82 0.11 C 0.67 15 1.29 1.90 
                 

aData from Ref. [23]. 
bStark widths at electron density Ne = 1017 cm-3 from reference [27]. When the uncertainty is not displayed in the table, the experimental Stark width is not available, and the 
average of known Stark widths for lines of the same multiplet has been used. 
cCalculated for T = 14000 K. 
dCalculated for T = 14000 K and Ne = 1017 cm-3. 
 
 

10 
 



 
 
 
 

Table 3 
Fe and Ca concentrations in the fused glass samples. 

 Concentration (10-2 at/at) 
Sample Fe Ca 
A 0.20 0.40 
B 0.034 0.070 
C 0.050 1.0 
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Table 4 
Values of τl ΔλL for Ca II lines corresponding to samples of 
different Ca concentration. 

Line λ0 (Å) τl ΔλL (Å) 

  Sample A Sample B 
1 3736.902 0.11 0.020 
2 3706.024 0.057 0.010 
3 3179.331 0.38 0.066 
4 3158.869 0.22 0.038 
5 3181.275 0.041 0.007 
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Table 5 
Experimental transition probabilities of Ca II determined in this work, compared to experimental and theoretical values reported in the literature. 

Transition levels   λ (Å) Transition probabilities (108 s-1)        

Upper  Lower    Experiments   Theory      

 
     This work Ref. [8]  Ref. [28] Ref. [12] Ref. [29] Ref. [14] Ref. [16] Ref. [23] 

               3p65s 2S1/2
 3p64p 2P0

3/2  3736.902 1.57 ± 0.11 1.5 ± 0.2  1.65 1.61 1.701 1.687 1.705 1.7 
 2S1/2  2P0

1/2  3706.024 0.837 ± 0.059 0.8 ± 0.1  0.84 0.81 0.8670 0.8456 0.8550 0.88 
3p64d 2D5/2 3p64p 2P0

3/2  3179.331 3.44 ± 0.24 3.2 ± 0.2  3.59  3.573 3.396 3.506 3.6 
 2D3/2  2P0

1/2  3158.869 2.83 ± 0.20 3.0 ± 0.2  3.05  2.984 2.851 2.944 3.1 
 2D3/2  2P0

3/2  3181.275 0.71 ± 0.09   0.60  0.5870 0.5659 0.5843 0.58 
3p66s 2S1/2

 3p64p 2P0
3/2  2208.611 0.396 ± 0.048   0.62 0.58 0.6146 0.6440 0.6416 0.62 

 2S1/2  2P0
1/2  2197.787 0.208 ± 0.025   0.313 0.29 0.3111 0.3237 0.3226 0.31 

3p65d 2D5/2 3p64p 2P0
3/2  2112.757 0.593 ± 0.071 1.4 ± 0.2*  1.10  0.9817 1.012 0.9580 0.97 

 2D3/2  2P0
1/2  2103.235 0.421 ± 0.051    0.93  0.8166 0.8550 0.8102 0.82 

               
* Lines at 2112.757 Å and 2113.146 Å not resolved. 
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Table 6 
Experimental statistically-weighted transition probabilities of Ca II determined in this work, compared to theoretical values reported in the literature. 

Transition levels   λ (Å) Transition probabilities (108 s-1) 

Upper  Lower    Experiment   Theory     

      This work   Ref. [28] Ref. [30] Ref. [11] Ref. [12] Ref. [15] 

                            3p65s 2S 3p64p 2P0  3726.5 2.407 ± 0.17   2.49 2.60 2.428  2.582 
3p64d 2D 3p64p 2P0  3172.6 3.480 ± 0.26   3.62 3.58 3.297 3.25 3.453 
3p66s 2S 3p64p 2P  2205.0 0.604 ± 0.073   0.93 0.935 0.8845   
3p65d 2D 3p64p 2P0  2109.6 0.524 ± 0.063   1.10 0.982 0.8049 1.00  
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Fig. 1. Example of theoretical Cσ graph including the reference Fe II lines and the 
more intense Ca II lines studied. The Ca II lines are numbered according to Table 
2. The values of the plasma parameters used in the calculation are T = 14000 K, Ne 
= 1017 cm-3, Nl = 3×1020 m-2, βA = 106 counts W-1 m2 sr, and the concentrations in 
the sample are 0.001 at/at for Fe and 0.002 at/at for Ca. 
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Fig. 2. Experimental Cσ graph obtained using sample A (see Table 3), including 
the reference Fe II lines and the more intense Ca II lines studied. The Ca II lines are 
numbered according to Table 2. The solid line is the fitting of the Fe II data to a Cσ 
curve and the dashed line is the linear limit of this curve. 
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Fig. 3. Boltzmann plot constructed from the Fe II lines with negligible self-
absorption. The resulting temperature is indicated. 
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Fig. 4. (a) Experimental Cσ graph obtained using sample B (see Table 3), including 
the reference Fe II lines and the more intense Ca II lines studied. The Ca II lines are 
numbered according to Table 2. The solid line is the fitting of the Fe II data to a Cσ 
curve which is linear in this case. (b) Enlargement showing the Cσ curve and the 
Ca II data. 
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