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1 ABSTRACT

In my PhD, I aim at developing a reach-through volumetric display where points of light are emitted from each 3D position of the display volume, and yet it allows people to introduce theirs hands inside to directly interact with the rendered content. Here, I present TomoLit, an inverse tomographic display, where multiple emitters project rays of different intensities for each angle, rendering a target image in mid-air. We have analysed the effect on image quality of the number of emitters, their locations, the angular resolution and the levels of intensities. We have developed a simple emitter and we are in the process of putting together multiple of them. And what I plan to do next, e.g. moving from 2D to 3D and exploring interaction techniques. The feedback obtained in this symposium will clearly dissipate some of of my doubts and guide my research career.

2 INTRODUCTION

Science fiction has depicted the so called holographic displays in multiple occasions. These displays are able to render 3D graphics in mid-air. Light is coming from each point of space and these graphics can be observed by multiple people from different points of view, without forcing them to wear any device. There are current realizations of displays that almost achieve this vision, e.g. volumetric displays, light-field displays or levitated tracer particles; to name a few. However, none of them allow people to introduce their hand into the display volume to enable direct and natural interaction with the rendered graphics.

I will explore the novel concept of inverse tomographic displays, getting inspiration from the recent technique of tomographic 3d-printing [8] and projection on non-solid diffusers [13, 15, 17]. In regular tomography, multiple sensors can reconstruct the original image from its projections. In our inverse tomographic display, multiple emitters can project from different angles to create a target image on the display area.

3 RELATED WORK

A literature review on displays for Anatomical Education [6] exposes the different 3D displays used, their benefits with respect to other alternatives in terms of tools to support learning, spatial perception and user satisfaction. Barry G. Blundell has published various works that review 3D volumetric technologies [1, 2, 4] as well as evaluating the current state of the art and the needs of future research that this field requires [3]. Given the diversity of options for the creation of volumetric displays and the wide range of possibilities for their characteristics, a division into two categories is proposed [16].

On the one hand, displays that exploit the persistence of human vision to draw different fractions of a 3D object at different steps, so that they are perceived as a single three-dimensional object. To do this, the decomposition of an object into multiple cross sections and its subsequent projection on different surfaces is employed, using LEDs or projection on oscillating or rotating surfaces. We also find solutions that propose the use of mirrors and varifocal lenses projecting at different depths.

On the other hand, we find those displays that create static 3D volumes, without the need for moving parts present in the projected volume itself. In this case we find solutions that propose the use of powerful lasers to generate visible radiation in solids, liquids or gases; exploiting the plasma generation at the focal point [11]. There are special gasses and liquids that only emit light when irradiated by two different wavelengths, this enables to create a 3D image by scanning the two types of light from perpendicular directions [12].

An additionally third category uses acoustically or optically levitated particles fastly move along the path to be rendered [5, 7, 14] or just use them to represent vertices [9, 10]; however, as soon as an object enters the display volume it disturbs the particle trajectory or collides with it.

The different volumetric displays proposed to date do not allow users to introduce their hands into the display area.
4 RESEARCH OBJECTIVE

Volumetric displays render 3D content, without the need of wearing any device such as helmets or glasses. In addition, these displays allow a correct accommodation of the vision focus and the observation by different users from different points of view. However, it is not possible to insert the hand or other object directly into the display area, thus direct interaction is not possible. Direct interaction is a more natural way of interacting with digital content when the interaction space overlaps with the display space. The clearest example is the multi-touch screens of our mobile, where we touch directly with the finger on the buttons or texts with which we want to interact.

The questions that I will try answer in my PhD are:

- What types of volumetric displays exist and what limitations do they have in terms of direct interaction?
- What alternatives can be considered for creating a volumetric display that allows direct interaction?
- What novel possibilities would a volumetric reach-through display enable in terms of interaction?
- How this will change the world?

5 WHAT HAS BEEN DONE: SLICEVIEW

SliceView has been my first research project. A first step to acquire basic knowledge about volumetric displays and to improve my research skills. It also has a Do-it-Yourself component that would permit me to present it at maker faires. The optical illusion known as ‘Pepper’s Ghost’ consists of placing a plane of a translucent material at a certain angle on a light source, so that it reflects towards the user the projection of an image that is to be superimposed on the reality perceived by the user. SliceView extends this technique to multiple planes, cumulatively giving volume to the initially two-dimensional projection.

A technical evaluation of light reflection, light transmission, and layer thickness was conducted. User studies compared SliceView with a commercial lightfield display in tasks that require observation of information at multiple depths. Furthermore, possible applications were proposed and implemented: A layer-based painting tool, a retro-gaming platform, a text overlaying media player for subtitles, a browser-based 3D scene renderer, and a volumetric data visualizer.

6 TOMOLIT AND THE CONCEPT OF INVERSE TOMOGRAPHIC DISPLAYS

We are working on the concept of inverse tomographic displays for rendering in mid-air graphics of one dimensionality higher than its emitting parts. Around the display area or volume, there are emitters that project rays with programmed intensity for each direction, the intersection of the rays produce the graphics in laminar steam or fog.

Currently, we aim to develop a 2D prototype capable of rendering shapes and characters. We have taken inspiration from a Hackio concept [18] which proposes to use lasers and spinning mirrors. We have implemented the concept using low-cost off-the-shelf components. Figure 1.left shows the application of inverse tomography to generate an image with 32 scanning lasers around a circle.

The tomographic technique can be used to find out what intensity each laser has to emit at each angle in order to create the central image (Figure 1.center). Our idea is to make a stack of these displays to be able to create images in different planes (Figure 1.right). The user could put his hand inside these circles to interact directly with the content.

An appropriate scattering medium is required for the correct functioning of this display. We seek for a material that scatters the laser beams with minimum diffusion. We have tested the additive behaviour of the lasers in ultrasonically-generated fog (Figure 3), the addition is not linear but follows the rule \[ \text{brightness} = \text{luminosity}^3 \], this will make the images less clear but as it can be seen in the simulations, the rendered images can still be perceived. Solid scattering media such as semi-transparent sponges or fibbers can be used to quickly test results without the cumbersome use of fog although they do not enable reach-through interactions. Laminar flow of steam or dry ice mist would be our preferred scattering medium.
Several simulations have been made to test the optimal number of emitters, intensity levels and angular resolution needed to render recognisable 2D images. Our simulations in Figure 4 suggest that a first prototype using 16 emitters, 16 intensity levels and 1° of angular resolution offers a good trade-off between image quality and system complexity.

Additional simulations have been made to test the results when the emitters are placed at different locations (Figure 5). The circular arrangement provides the best image quality but the other geometries have interesting features. A geometry open on the top would provide easier access to the display area. The line geometry is the closest to a planar emitter projecting something three-dimensional on top of it. The fact that the semi-circle produces correct images, implies that even when our hand or other objects are inserted in the display area, images will still be rendered around them. This enables multiple opportunities for augmented reality.

Our first emitter prototype (Figure 6) employs a low-intensity laser reflecting on a small rotating mirror. This mirror is glued on a small disc attached to a DC motor. The disc has a small opening that triggers an open optocoupler, this is used to have a reference point of the spinning and disc and to measure the rotational speed. Thereby, the laser intensity can be adjusted for each projection angle and it is stable despite small changes on the motor speed. An Arduino Nano is used as the microcontroller. All the components are contained in a 3D printed structure. This prototype spins 60 times per second, has an angular resolution of 0.35° and has 60 intensity levels. The ray intensity for each angle is stored in a buffer of 256 positions; using the standard Arduino Serial port, we estimate that we can update the buffer of 32 emitters at 24 frames per second.

7 FUTURE WORK

Lightfield displays can be used as 2D emitters, they would surround the display volume to apply the inverse tomographic display principle but this time generating a 3D image with more resolution. Although we expect difficulties due to low-light intensity and the alignment of the lightfield displays. I would also like to explore the direct manipulations that can be done with this technology (Figure 7.left) as well as its augmented reality capabilities to render around the hand and other objects (Figure 7.right).

8 OPEN QUESTIONS AND ISSUES FOR DISCUSSION

I would like to discuss different scattering materials to be used for this display. New hardware ideas and improvements would be greatly appreciated. In addition, feedback and suggestions about upgrading from one-layered 2D display to a multiple-layer 3D volumetric display would provide me some guidance for the next steps of this project. Finally, I think the community would suggest interesting and useful applications for this display technology.
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Figure 4: Simulated resulting images for different number of emitters, intensity levels and angular resolution.
Figure 5: Resulting images for different locations of the emitters.
Figure 6: Top-left) Hardware prototype for one emitter. Top-right) Emitter projecting different dashed patterns along 180°. Bottom) High-precision projection pattern with increasing and decreasing intensities.

Figure 7: Concept images for a fully developed tomolit displays. Left) Reach-through volumetric half-circle rendering a cube. Right) A bracelet rendered around the user wrist.


