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Abstract—We introduce a detailed theoretical, numerical, and
experimental study of the effects of laser’s phase noise on the
performance of phase-sensitive optical time-domain reflectometry
(φ-OTDR) sensors that use optical pulse compression (OPC).
Pulse compression is a technique that can be used to improve
the received signal amplitude by increasing the effective energy
of the pulses that are launched into the fiber without degrading
the spatial resolution of the measurements. Therefore, it is a
valuable tool to extend the range of these sensors and mitigate
fiber attenuation constraints. However, it has been observed that
the limited coherence of the laser source has a degrading effect
on the actual performance enhancement that this method can
provide. Here, we derive a theoretical model that can be used to
quantify this degradation for any type of OPC such as those based
on either linear frequency modulation (LFM) pulses or perfect
periodic autocorrelation (PPA) bipolar bit sequences. The model
facilitates numerical estimation of the sensitivity of the φ-OTDR
measurements. It also produces theoretical expressions for the
mean and the variance of the phase-noise perturbed backscatter
response. These results are validated via numerical simulations
and experiments in φ-OTDR setups using LFM as well as PPA
OPC. Furthermore, we demonstrate the use of the model to
investigate the basic trade-offs involved in the design of OPC
φ-OTDR systems.

Index Terms—Phase Noise, Distributed Acoustic Sensing, Op-
tical Pulse Compression, Optical Time Domain Reflectometry,
Linear Frequency Modulation, Perfect Periodic Autocorrelation
Codes

I. INTRODUCTION

D ISTRIBUTED vibration sensing (DVS), also known as
Distributed Acoustic Sensing (DAS), is a fiber optic

sensor technology that has received considerable attention in
later years due to its wide range of applications in a variety
of fields such as structural health monitoring, seismic sensing,
intrusion detection or in traffic monitoring [1]. These sensors
are based on taking advantage of Rayleigh backscattering
within either time-domain or frequency-domain reflectometric
schemes; with the former being used mainly for long-range
applications and the latter when the spatial resolution of the
measurement is paramount.

Time-domain DVS are usually called phase-sensitive optical
time-domain reflectometer sensors (φ-OTDR) as their use of
narrowband optical sources leads to interference effects in
which the phase of the optical field plays a fundamental role.
There are several versions of φ-OTDR sensors depending on
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the method they use to perform the measurement [1]. The
simplest is purely intensity-based and works by detecting
changes in the amplitude of the backscattered signal from
a particular position in the fiber as a result of excitations
that alter the optical path lengths (OPL) of the interfering
signals reflected by scattering centers that are illuminated
by the propagating pulse. However, this provides a highly
nonlinear measurement that makes it difficult to quantify the
actual excitation in the fiber. Other methods are based on
using coherent detection to demodulate the full optical field
(amplitude and phase) of the backscattered signals. Then,
the differential phase measurements between close locations
in the fiber separated by the so-called gauge length provide
quantified information of the OPL change between those
positions due to external excitation. Finally, there is yet another
kind of methods that are based on using the dependence on
wavelength of the interference from the signals coming from
a particular location in the fiber. These can work by directly
changing the wavelength of the interrogating pulses launched
into the fiber [2][3] or by using chirped pulses in which the
wavelength dependence of the interference is translated to a
time dependence [4]. In either case, the excitation affecting
the fiber can be quantified by the shift that it induces in the
interference pattern.

All these methods are based on launching interrogating
pulses into the fiber. Hence the main constraint to the range
of DVS systems implementing them is fiber attenuation. It
makes the signal coming from far away locations in the
fiber extremely weak and compromises the sensitivity of the
measurement. The peak power of the pulses that can be used
is constrained by the onset of nonlinear effects, particularly
modulation instability. Hence, in principle, the only way to
get higher power signals from remote locations is to increase
the duration of the pulses. However, this would compromise
the spatial resolution of the measurement. The use of optical
pulse compression (OPC) relaxes this trade-off between spatial
resolution and measurement sensitivity. Pulse compression has
been used for years in other fields such as radar and it has also
recently been applied to φ-OTDR sensors [5], [6], [7], [8],
[9], [10], [11]. Its basic idea is to inject into the fiber signals
with long durations (high energies) and high time-bandwidth
products so that they can be processed upon reception with
matched filters to produce narrow effective pulse widths.
In its application to φ-OTDR, several different signal types
have been used such as: linear frequency modulation (LFM)
pulses [5], [7], [9], Golay codes [10] or perfect periodic
autocorrelation (PPA) codes [12], [11], [13].

In principle, the measurement signal-to-noise ratio (SNR)

This article has been accepted for publication in IEEE/OSA Journal of Lightwave Technology. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JLT.2021.3138249

© 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

© 2021 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, 
including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to 
servers or lists, or reuse of any copyrighted component of this work in other work.



2

enhancement provided by OPC in φ-OTDR sensors is pro-
portional to the increased duration of the signal compared
to the use of single pulses, assuming equal peak powers for
both. However, such enhancement, which can be of many
decibels, has not materialized in practical deployments due
to the effects of the limited coherence of the sources. This
limitation, induced by the phase noise of the laser in OPC
φ-OTDR sensors, has been previously reported in several
works in the literature [5], [14], [15], [16]. Its modeling, how-
ever, has been rather limited. Zou et. al. described the phase
noise induced differential phase as a time-independent random
variable [5]. This model fails to capture significant effects of
the phase noise. In particular, it does not reflect its hindering of
the matched-filtering process and the corresponding decrease
in the amplitude of the processed backscatter signal. This
drawback was later remedied [14] but the work only studied
the average response and did not consider its variance which
is critical for the measurement of dynamic signals.

In this paper, we introduce a more detailed theoretical model
for the effect of the laser’s phase noise on the performance
of OPC φ-OTDR sensors. This model is tested by numerical
calculations and by experimental results in φ-OTDR sensor
setups that employ LFM as well as PPA OPC. In addition,
the model is used to investigate the basic dependence of the
sensor performance on the source and OPC parameters. This
provides the answer to basic questions about OPC deployment
such as what is the optimum sequence or pulse duration to use
for a particular φ-OTDR sensor configuration.

II. THEORETICAL MODEL FOR PHASE-NOISE EFFECTS

A typical setup for implementing OPC φ-OTDR is depicted
in Fig. 1. This is a conventional differential-phase OTDR sen-
sor with homodyne detection whose implementation details are
given in section IV. The light from the narrow linewidth laser
source that is injected into the fiber under test is expressed as:

EIN(t) = E(t)ejφ(t)ejω0t (1)

where E(t) is a periodic complex function representing
the PPA or the LFM modulations, ω0 is the center radial
frequency and φ(t) represents the laser’s phase noise. The
stochastic properties of φ(t) and their characterization, in
narrow-linewidth laser sources, have been studied extensively
in recent years [17], [18], [19], [20], [21], [22]. While these
properties differ significantly from one type of laser to another,
it is generally accepted that φ(t) can be modeled as a sum of
terms, each with a different Power Spectral Density (PSD).
The terms are commonly categorized according to the PSD
of the instantaneous frequency variations which they repre-
sent. They comprise a fundamental phase noise term which
represents noise with ‘white’ instantaneous frequency PSD
and terms whose instantaneous frequency PSD’s are of the
form Sα/f

α with α ≥ 1. The most notable non-white term
is the ‘1/f’ or ‘flicker noise’ which corresponds to α = 1.
The choice of the terms that need to be included in the
modeling of φ(t) depends on the type of the laser source
used as well as on the time scales of interest. Generally
speaking, non-white noise terms become significant when the

application involves measurements over long time scales, but
otherwise, the ’white’ frequency PSD term may be sufficient.
In this work, it was empirically found that using the simple
’white’ noise term alone was sufficient for modeling the
system performance with good accuracy for two very different
types of lasers and for two different compression techniques.
This result is attributed to the use of the differential-phase
measurement approach which cancels, to some degree, the
undesired slow phase variations. In accord with this finding,
in all following derivations, it is assumed that φ(t) is the
integral of white Gaussian noise. Namely, it is a Wiener-Levy
random process whose structure function is given by: Dφ(τ) =
〈[φ(t+ τ)− φ(t)]

2〉 = 2|τ |/τc where τc = 1/(π∆ν) is the
laser’s coherence time and ∆ν is its linewidth [23].

In the following, we present the model that relates the output
of the OPC φ-OTDR sensor to the input field in (1). This
model facilitates the numerical characterization of the system’s
performance. It also produces theoretical expressions for the
mean and the variance of the phase-noise perturbed backscat-
ter response. These expressions, which as shown below can
be readily verified experimentally, provide additional insight
about the phase noise effects and can be used for further
confirmation of the model.

In OPC-based techniques, the output of the measurement
system is digitally cross-correlated with E(t) to obtain the
compressed response. The presence of phase noise leads to
the deviation of the fiber’s backscatter measurement from the
nominal signal. To evaluate this deviation, it is helpful to
introduce the response of the measurement system to a perfect
reflector positioned at a roundtrip delay of τrt:

R(τ, τrt) ≡

ejω0τrt

T∫
0

E∗(t− τ)E(t− τrt)ej[φ(t−τrt)−φ(t)]dt
(2)

Note that it takes into account neither propagation loss, which
will be introduced later, nor receiver responsivity and gain. In
the absence of phase noise we have:

R(τ, τrt) = ejω0τrt

T∫
0

E∗(t− τ)E(t− τrt)dt ≡ q(τ − τrt)

(3)
where q(t) describes the autocorrelation of the transmitted
signal, i.e., the nominal compressed response. Ideally, it is
desired that q(t) is as narrow as possible as it determines the
spatial resolution of the method. The mean of the resulting
response can be readily calculated as:

〈R(τ, τrt)〉 =

= ejω0τrt

T∫
0

E∗(t− τ)E(t− τrt)〈ej[φ(t−τrt)−φ(t)]〉dt

= ejω0τrt

T∫
0

E∗(t− τ)E(t− τrt)e−τrt/|τc| dt

= e−τrt/|τc| q(τ − τrt)
(4)
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Now it is assumed that the signal in (1) is launched into an
optical fiber and the backscattered light is coherently detected.
By using homodyne detection, the setup yields a complex
signal, I(t)+jQ(t), which is digitally processed to ’compress’
the code and give the measured complex backscatter profile of
the sensing fiber, r̃(τ) (where τ ≡ 2z/v denotes the roundtrip
time to a position z in the fiber and v is the group velocity of
light in the fiber). The result is a weighted sum of compressed
responses:

r̃(τ) =

Trt∫
0

r(τrt)R(τ, τrt)dτrt (5)

where Trt is the round-trip delay to the end of the fiber and
r(τrt) is the backscatter coefficient:

r(τrt) = ρ(τrt)e
−α̃τrt (6)

Here ρ is a complex white random process satisfying:

〈ρ(τrt)ρ
∗(τrt

′)〉 = σ2
ρδ(τrt − τrt′) (7)

and α̃ describes the fiber’s attenuation. This measured
backscatter profile, r̃(τ), is a doubly stochastic random process
of time. One source of randomness is the laser’s phase noise
while the other is the stochastic nature of Rayleigh scattering
which varies from one fiber to the other and depends on
wavelength and temperature.

Given r(τrt) we can calculate the mean measurement re-
sponse as:

〈r̃(τ)〉 =

Trt∫
0

r(τrt)〈R(τ, τrt)〉dτrt

=

Trt∫
0

r(τrt)e
−τrt/|τc| q(τ − τrt)dτrt

= q(τ) ∗ [ρ(τ)e−(α̃+1/|τc| )τ ]

(8)

where 〈〉 denotes averaging over different realizations of the
phase noise and ∗ denotes convolution. Interestingly, the mean
backscatter profile has the same phase as the expected profile
in the absence of phase noise and the only effect of the
phase noise is an increase of 1/τc in the decay rate of the
amplitude. To get additional insight to the degradation of
sensing performance with distance it is also interesting to
evaluate the variance of r̃(τ):

σ2
r(τ) = 〈|r̃(τ)− 〈r̃(τ)〉|2〉 = 〈|r̃(τ)|2〉 − |〈r̃(τ)〉|2 (9)

Note, that here we refer to a single realization of the
Rayleigh scatterers, and all averages were made over different
realizations of the phase noise. Namely, it is assumed that
we have a single fiber at a given temperature and the optical
frequency is fixed. Hence, 〈r̃(τ)〉 and σ2

r(τ) are essentially
random processes. However, since ρ(τ) is a stochastic pro-
cess, which takes different realizations for different fibers,
wavelengths, and temperatures, to obtain a more general result
it is useful to implement also averaging over an ensemble
of fibers of the same type but with different realizations of

Rayleigh scatterers. We denote this type of averaging as 〈〉fibers.
The mean signal power will be defined as 〈|〈r̃(τ)〉|2〉fibers and
the variance will be defined as 〈〈|r̃(τ)− 〈r̃(τ)〉|2〉〉fibers. To
proceed we first calculate the mean signal power:

〈|〈r̃(τ)〉|2〉fibers =

=

Trt∫
0

Trt∫
0

〈r(τrt)r∗(τrt′)〉fiberse
−(τrt+τrt′)/|τc|

· q(τ − τrt)q∗(τ − τrt′)dτrtdτrt′

= σ2
ρ

Trt∫
0

e−2(α̃+1/|τc| )τrt |q(τ − τrt)|2dτrt

= σ2
ρe
−2(α̃+1/|τc| )τ ∗Q(τ)

(10)

where we defined

Q(τ) ≡ |q(τ)|2

. Then, we calculate the second moment of r̃(τrt):

〈|r̃(τ)|2〉 =
Trt∫
0

Trt∫
0

r(τrt)r
∗(τrt

′)〈R(τ, τrt)R
∗(τ, τrt

′)〉dτrtdτrt′ (11)

To continue we average over fiber realizations:

〈〈|r̃(τ)|2〉〉fibers =

Trt∫
0

Trt∫
0

〈r(τrt)r∗(τrt′)〉fibers

· 〈R(τ, τrt)R
∗(τ, τrt

′)〉dτrtdτrt′

= σ2
ρ

Trt∫
0

Trt∫
0

δ(τrt − τrt′)e−α̃(τrt+τrt
′)

· 〈R(τ, τrt)R
∗(τ, τrt

′)〉dτrtdτrt′

(12)

which leads to:

〈〈|r̃(τ)|2〉〉fibers = σ2
ρ

Trt∫
0

〈|R(τ, τrt)|2〉 e−2α̃τrtdτrt (13)

Hence, we obtain the final expression for the variance of
the backscattered signal:

〈σ2
r(τ)〉fibers =

Trt∫
0

〈|R(τ, τrt)|2〉 e−2α̃τrtdτrt

− e−2(α̃+1/|τc| )τ ∗Q(τ) (14)

III. SIMULATION

To test the theoretical model and the above formalism nu-
merical simulations were performed. The simulation algorithm
comprised a nested loop: an inner loop for running over
different realizations of phase noise within an outer loop in
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which the random fiber realizations were generated. The fiber
was simulated as a vector of random complex backscatter
coefficients, ~h. The real and imaginary parts of the elements of
~h were uncorrelated zero-mean random variables with normal
distribution. Their variances decay exponentially to represent
the fiber’s attenuation. The nominal detected complex field
(at the absence of phase noise), after a roundtrip in the fiber,
could be obtained by multiplying ~h with a convolution matrix,
V, whose columns were shifted versions of a single period
of the interrogation signal. Matched filtering of the detected
signal for its compression could be obtained by implementing
~r = V†V~h. At the presence of phase noise, each element of
V, denoted as Vn,m, was multiplied by an exponential phase
term

exp {j [φn−m − φn]}

where φn is the phase noise at the reference arm and φn−m
is a delayed version of the phase noise which corresponds to
the signal returning from a given position in the fiber. The
phase-noise corrupted response following matched filtering is
given by:

r̃ = V†Ṽ~h = V† [exp {j [φn−m − φn]} . ∗V]~h

where ‘.∗’ denotes element by element multiplication and Ṽ
denotes the phase-noise corrupted convolution matrix. The
phase noise sequence, φn, was generated via cumulative
summation over a sequence of instantaneous frequencies, νn.
The sequence νn comprised uncorrelated zero-mean normal
random variables whose variances were chosen according to
the desired linewidth to be: σ2

ν = ∆ν/(2πdt) where ∆ν is
the laser’s linewidth and dt the simulation time step. Once
r̃ was obtained it was possible to calculate the differential
phase between positions separated by a given gauge length
as well as 〈|〈r̃(τ)〉|2〉fibers and 〈σ2

r(τ)〉fibers and to compare to
the theoretical expressions (equations (10) and (14)) and the
experimental results.

IV. EXPERIMENTAL SETUP

Fig. 1 depicts the experimental setup used to validate the
model. This is a conventional differential-phase OTDR sensor
in which OPC coding was implemented. Two different lasers
were used in the experiments: an NKT Koheras and an RIO
Orion laser modules with nominal linewidths of 100Hz and
2kHz, respectively, according to test data provided by the
manufacturers. In the setup, the output of the laser source is
split into two branches. One branch is directly connected to the
local oscillator input of a homodyne receiver that comprises
a 90° optical hybrid and two balanced detectors. The other
branch is fed to a Mach-Zehnder electrooptic modulator (MZ-
EOM) that in the experiments is used to generate the OPC
sequences, either LFM pulses or PPA sequences. For the
generation of the PPA sequences, the MZ-EOM, which is of
the standard push-pull type with opposite phase-shifts applied
to the two arms of the interferometer, is biased at minimum
transmission. This makes it generate BPSK modulation in
response to the applied voltage [11]. The PPA sequence
signal applied to the modulator is generated in an arbitrary
waveform generator (AWG). For the generation of LFM
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Fig. 1. Setup of the OPC φ-OTDR sensor used to experimentally validate
the model.

pulses, the MZ-EOM is also biased at minimum transmission
so that it generates optical double-sideband supressed-carrier
(ODSB-SC) modulation. Then, sinusoidal modulation with
a linearly increasing frequency is applied using the AWG
so that two simultaneous LFM pulses are generated at each
sideband. After homodyne detection, separated access to the
two sidebands is readily available as the full optical field
(amplitude and phase) is obtained, making it easy to filter
out one of the sidebands via signal processing of the detected
complex signal. The output of the MZ-EOM is amplified in
an EDFA and launched into the sensing fiber. Finally, the
backscattered signal from the fiber is detected in the homodyne
receiver.

V. RESULTS

A. Validation of the theoretical model

In order to validate the theoretical model, we conducted
numerical simulations and experiments. Fig. 2 and Fig. 3
depict the calculation of the mean and the variance of the
backscattered power along the fiber of the φ-OTDR in the
setup for different laser sources, OPC types, and fiber lengths.
In these figures, the theoretical model calculations are com-
pared to those using the numerical simulations as well as to
experimental measurements. In every case, good agreement
is found, which confirms the validity of the simplified model
introduced in section II. In these figures, the theoretical and
numerical results assumed the nominal linewidth of 2kHz for
the RIO laser, but 300Hz for the NKT laser, larger than the
nominal value of 100Hz provided by the manufacturer. We
attribute the need to use a higher linewidth for the modeling
of the NKT laser to the experimental methods that are used
to characterize this parameter in such a highly coherent laser,
which are known to be ambiguous and challenging [24]. In
any case, both values are close and of the same order.

As explained in section II, the theoretical mean and variance
of the backscattered power is obtained by averaging over every
possible realization of two random processes: the laser phase-
noise and the configuration of scatterers in the fiber. In the
experiments, obtaining multiple measurements for different
phase-noise is relatively easy: just make sequential measure-
ments and the laser source phase noise will be different for
each of them. However, obtaining different fiber realizations
is trickier since it would require using a multitude of different
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(a)

(b)

Fig. 2. Mean power and variance of backscattered signal along 19.3-km of
G.652 fiber using the NKT laser and (a) PPA or (b) LFM OPC, calculated
using theoretical (black), numerical (blue) and experimental (red) results.

fibers to perform successive measurements, which is not
practical. Instead, we have adopted a different approach in
which a single fiber was employed and the wavelength of the
laser source was modified between measurements. This takes
advantage of the fact that the Rayleigh backscattered signal
can be regarded as statistically independent for pulses with
optical frequency separation greater than the inverse of the
pulse duration [25]. Therefore, what we did was to scan the
wavelength of the laser source used in the setup using thermal
tuning with small 0.5-nm steps. A total of 60 steps were used
in the measurement in Fig. 2 and Fig. 3, which corresponds to
an equal number of equivalent fiber realizations. At each step,
a total of 32 successive PPA sequences or LFM pulses were
launched to obtain an equal number of measurements with
different phase-noise realizations. This number of wavelength
steps and sequences was found to be statistically significant
to get a reasonable convergence in the results. In addition,
throughout the measurements, the fiber under test was placed
in a special box for acoustic and vibration isolation.

The PPA code deployed in all measurements and calcula-
tions is a 331-bit code with an 800-ns bit duration, which gives
a total of 264.8-µs duration for the sequence. This translates
to a spatial resolution of 80 m after matched filtering. The
motivation to choose such a moderate resolution was to reduce
the number of samples required in the numerical simulations

(a)

(b)

Fig. 3. Mean power and variance of backscattered signal along 10.2-km of
G.652 fiber using the RIO laser and (a) PPA or (b) LFM OPC, calculated
using theoretical (black), numerical (blue) and experimental (red) results.

so that they took a reasonable amount of time. Notice that
the objective of these experiments was not to demonstrate
the enhanced spatial resolutions that are possible with OPC,
which have been reported elsewhere [11], but to validate the
theoretical model in section II. As for the LFM pulses case, the
approach that we followed was to use a sequence equivalent
to the PPA in performance. Hence, 264.8-µs pulses were used
with a peak-to-peak deviation of the LFM of 1.25MHz, which
gives a similar spatial resolution and coding gain to that of the
PPA case.

As discussed in section II, our theoretical model considers
just the phase noise term that represents noise with ‘white’
instantaneous frequency PSD. This is the term that is signifi-
cant for the relatively fast phase dynamics that are associated
with the differential-phase OPC φ-OTDR setup. However,
other terms, particularly the ‘flicker noise’ term, are significant
when longer time scales are involved. An example of this is
when we calculate the mean of the backscattered power over
a number of phase-noise and fiber realizations. As we have
explained, the effect of the ‘white noise’ is just a reduction
in the average backscattered power (see (10)), which is an
important sensor performance metric. However, the presence
of ‘1/f’ noise translates into an additional slow ‘drift’ of the
phase that does not have any practical effect on the differential-
phase φ-OTDR sensor since the demodulated phases from
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(a)

(b)

Fig. 4. Standard deviation of differential-phase measurements for a 19.3-km
fiber using the NKT laser and (a) PPA or (b) LFM OPC, calculated using
numerical (blue) and experimental (red) results.

nearby positions are equally affected by this drift. However,
this slow phase drift needs to be removed in order to calculate
the mean backscattered power from the experimental results
because the method that is used to calculate this mean power
is based on adding the responses for the different phase-noise
realizations in complex form (amplitude and phase). In the
absence of phase-drift, this gives the average response and
from it the mean backscattered power is calculated. However,
the presence of the phase-drift would lead to wrong results
for the method and prevent us from easily assessing the
experimental mean backscattered power that we intend to
compare with the theory. The phase-drift removal can be done
rather well for the measurements obtained with the NKT
laser. The procedure that we devised was to retain for each
measured signal after compression, just the higher amplitude
locations, avoiding the fadings. The phase drift was then
compensated using the values obtained using regression to the
experimental optical phase measurements along the fiber. For
the measurements with the RIO laser, the measurement was
noisier as a result of its larger linewidth, this forced us to
reduce the fiber length so as to have cleaner measurements that
allow the application of the phase-drift compensation method.
In both cases, it can be observed that after the application of
the compensation method, the experimental measurements of
the mean backscattered power along the fiber agree rather well

(a)

(b)

Fig. 5. Standard deviation of differential-phase measurements for a 10.2-km
fiber using the RIO laser and (a) PPA or (b) LFM OPC, calculated using
numerical (blue) and experimental (red) results.

with the theoretical and numerical calculations. Nevertheless,
there is some divergence in the variance values at the start of
the fiber. This is attributed to the limitations of the phase drift
compensation method, which as any regression method has a
limited precision that in this case manifests as a noise floor in
the compensated measurement. However, as we move along
the fiber, and particularly for the worst-case locations at the
end of the fiber, the agreement in the variance is also very
good.

Regarding the comparison of the use of OPC based on either
LFM pulses or PPA BPSK sequences, observation of Fig. 2
and Fig. 3 shows that the evolution of the variance of the
backscattered signal along the fiber is different for both cases;
although, for the particular examples depicted here, at the end
of the fiber their magnitudes relative to the mean backscatter
power are very similar.

We also compared in Fig. 4 and Fig. 5 the standard deviation
of the differential phase measurements obtained for the same
phase-noise and fiber realizations as before. Notice that the
noise in the differential phase measurement is really the
important metric for the performance of a phase-measuring
φ-OTDR sensor since it can be interpreted as its sensitivity,
which is the term that has been used in the figures. The gauge
length of these measurements was set equal to the spatial
resolution although any other value can be used. Notice again
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Fig. 6. SNR and sensitivity of differential-phase measurements versus
linewidth at the end of a 10.2-km fiber using either PPA (red lines and
symbols) or LFM (blue lines and symbols) OPC calculated using theoretical
(solid lines) and numerical (symbols) results.

that there is a very good agreement between the numerical
calculations obtained from the theoretical model and the
experimental results. This means that the presented model is
valid to estimate the noise in the dynamic measurements used
in differential-phase φ-OTDR sensors.

B. Dependence of sensor performance on laser phase-noise

Once the validity of the phase-noise model has been es-
tablished, we now show preliminary results related to its
application to optimize the performance of OPC φ-OTDR
sensors. In the previous section, we have calculated the mean
backscattered power and its variance in several configurations
of the sensor. We can define an SNR metric as the ratio
of these two magnitudes. However, as it is explained below,
this SNR does not fully characterize the performance of
OPC φ-OTDR sensors. This is in contrast to the case of
non-OPC conventional φ-OTDR sensors, whose performance
is limited by additive noise and where such ‘static’ SNR can be
directly related to the sensitivity of the dynamic measurements
[26]. Fig. 6 depicts calculations of the defined SNR and the
measurement sensitivity at the end (worst-case location) of
a 10.2-km fiber using the model presented in section II and
deploying either PPA or LFM OPC with identical parameters
to those in the previous section. Again the average of 60 fiber
realizations each with 32 phase-noise realizations is shown.
In addition, the calculated values are the average of the last
50 sampled positions at the end of the fiber. Notice that, as
was expected, the SNR inversely depends on the linewidth.
Also expected is that the larger the linewidth the worse the
sensitivity obtained at the end of the fiber.

The model that we have presented also provides the capa-
bility to determine the optimum OPC parameters to use with
a given system configuration. As an example, Fig. 7 depicts
the SNR and the sensitivity for LFM OPC as a function of the
length of the LFM pulse. This figure highlights the reason why
SNR is not a useful parameter to characterize the performance
of OPC phase-measuring φ-OTDR sensors. Note that, for a
given linewidth of the optical source, the SNR is independent
of the sequence length. However, it is apparent that the real

Fig. 7. SNR and sensitivity of differential-phase measurements versus
sequence length at the end of a 19.3-km fiber using LFM OPC with a
linewidth=300Hz and calculated using theoretical (solid line) and numerical
(symbols) results.

performance metric of the system, the sensitivity, is enhanced
as we reduce the LFM pulse duration. This is due to the
nature of the effect that the laser’s phase-noise has on the
OPC. Eq. (10) conveys the fact that the average response from
a given fiber location has two terms: one associated to the
square of the sequence autocorrelation, which increases with
the sequence length and provides the coding gain, and another
exponential term that just depends on the fiber location and the
coherence length of the source, but not on the OPC sequence
duration. While not directly apparent from the formalism,
Fig. 7 also suggests that the variance of the response also
scales solely with the square of the sequence autocorrelation,
at least in the case of the LFM. Therefore, the net result is that
the SNR is independent of the LFM signal duration. However,
the variation of the measured differential optical phase from a
given location after OPC increases as the sequence experiences
the laser’s phase noise for a longer time. Another relevant
observation is that the reduction of the sequence length as
a means to enhance the sensor performance is just available
with LFM but not with PPA OPC. The latter always requires
a sequence length larger than the round-trip delay of the fiber
[12], [11]. Therefore, PPA seems more suitable for systems
with a shorter length of the fiber under test.

From the results depicted in Fig. 7, it would seem that
OPC is not very useful, since the shorter the sequence length,
and hence the smaller the gain provided by OPC, the better
the sensitivity. However, that is not the case since in a real
system there is an optimum sequence length at which the
additive noise in detection starts to be the limiting performance
factor instead of the noise in the measurement originating in
the laser’s phase-noise. This is highlighted in Fig. 8, where
the experimental and theoretical sensitivities are calculated
for an LFM OPC with 6-m spatial resolution. Note that
both experimental and theoretical results display the same
trend of enhancement with reduced pulse till a duration of
around 30µs. From that optimum value, the experimental
results show that further reduction of the sequence length
just degrades the sensitivity. The divergence of the theoretical
results for LFM pulse duration below the optimum and the

This article has been accepted for publication in IEEE/OSA Journal of Lightwave Technology. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JLT.2021.3138249

© 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.



8

Fig. 8. Sensitivity of 19.3-km fiber under test using LFM OPC with 6-m
spatial resolution. Numerical (blue) as well as experimental (red) results using
the NKT laser are shown. Sensitivity is given in terms of differential phase
as well as of strain.

small difference for larger values is due to the effects of
additive noise, which is not included in the model. Note that
for the optimum duration of the pulse in this example, the
compression gain provided by LFM OPC compared to the
use of single pulses is of 30µs/60ns = 500. Finally, notice
that in practical deployments of OPC, a technique for fading
compensation such as frequency diversity would be applied to
further enhance the system’s sensitivity.

VI. CONCLUSION

In summary, we have introduced a theoretical model to
quantify the effects of the phase noise of the optical source
on OPC φ-OTDR sensors. Even though the ultra-narrow
linewidth lasers typically used in these types of sensors have
multiple phase-noise terms, we have demonstrated that just
the ‘white’ instantaneous frequency PSD term is required
to adequately model the effects that compromise their per-
formance for dynamic measurements. This has paved the
way for the derivation of closed-form expressions for the
mean backscattered power and its variance along the fiber
as well as for the implementation of simplified numerical
simulations. Moreover, using the model, we have confirmed
that, in most situations, the phase-noise of the laser is indeed
the limiting factor to the performance of these sensor setups
over other additive sources of noise such as optical or detection
noises. This is in contrast to conventional non-OPC φ-OTDR
setups in which phase noise tends to play a minor role when
narrow-band sources are deployed because the differential-
phase measurements of nearby positions mostly cancel out the
common phase noise term. On the contrary, as the results in
section V-B have shown, when using OPC, signal degradation
takes place during the cross-correlation ’pulse compression’
process and its severity depends on the round-trip delay to
the reflection and the duration of the sequence (LFM pulse or
PPA). Increased round-trip delay increases the decorrelation
between the backscattered signal and the local oscillator used
in the coherent detection, which translates to the detected
signal. Increased duration of the sequence means that it
experiences this decorrelated phase term for longer time, hence
leading to an increased effect on the cross-correlation result.

Finally, we have demonstrated some preliminary application
of the theoretical model to analyze and optimize the perfor-
mance of a given sensor configuration. This has illustrated
the capabilities of the model to answer basic questions about
OPC deployment that remained unanswered until now, such
as what is the optimum sequence or pulse duration to use for
a particular φ-OTDR sensor configuration.
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